


 
 

 

 

 
 
 
 

Artifcial Intelligence, 
Geographic Information 

Systems, and Multi-Criteria 
Decision-Making for Improving 

Sustainable Development 

The Asia-Pacifc region, home to some of the world’s fastest-growing economies, 
faces a range of complex challenges, including environmental degradation, the 
increasing frequency of natural hazards, and rapid urbanization. Addressing these 
issues, which many countries across the globe are facing, requires innovative, inter-
disciplinary approaches to promote sustainable development and enhance resil-
ience. Geographic information systems (GIS), when combined with multi-criteria 
decision-making (MCDM) techniques and advanced technologies such as artifcial 
intelligence (AI), offer powerful tools to tackle these multifaceted problems. AIGIS 
integrates AI with GIS to derive insights from geospatial data. The fusion of AI 
techniques with GIS enhances data analysis, visualization, and decision-making. 
Artifcial Intelligence, Geographic Information Systems, and Multi-Criteria 

Decision-Making for Improving Sustainable Development explore how these inte-
grated tools can support decision-making processes aimed at advancing sustainable 
development. 

Drawing on research and insights from diverse disciplines, the book looks at how 
GIS, MCDM, and AI can provide solutions for disaster risk reduction, environmen-
tal monitoring, urban planning, and natural resource management. Through diverse 
case studies and theoretical explorations, this book highlights the value of integrated 
geospatial tools in facilitating informed decision-making and fostering resilient so-
cieties in the face of evolving challenges. It covers a wide range of topics, including 
the following: 

• Site-soil-geology assessments in Fiji
• Flood risk analysis in Hong Kong
• Air quality management in Delhi during the COVID-19 pandemic
• Vegetation health monitoring in Thailand



Bringing together the work of academicians, practitioners, and decision-makers, the 
book refects the growing recognition towards effective and sustainable solutions to 
complex problems, which require a multidimensional approach, integrating scientifc, 
economic, and social considerations. By providing the latest research and practical 
applications of MCDM, AI, and GIS, it contributes to ongoing efforts to build a more 
sustainable and resilient future for the Asia-Pacifc region, as well as for the world. 
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Foreword 
The book entitled Artifcial Intelligence, Geographic Information Systems, and 

Multi-Criteria Decision-Making for Improving Sustainable Development is a pio-
neering piece of work. The book is informative and discusses the current discourse on 
decision-making encompassing contemporary trends of study, research, and applica-
tions. The unique work introduces the applications of artifcial intelligence (AI) and 
multi-criteria decision-making (MCDM) to geographic information systems (GIS) 
to help achieve improvements in sustainable development of teaching, research, and 
innovation. The book refects the scientifc outputs and their applications in a lucid 
manner. The chapters refect a chronological breadth of technological advancement, 
especially the emergence of the AI revolution in GIS with major implications for 
teaching, research, and applications in a non-technical and witty style. 

The combination of GIS and MCDM generates an excellent analysis tool that 
results in the creation of an extensive cartographic and alphanumeric database that 
will later be used to simplify solutions to problems using multi-criteria methodologies. 

The authors provide an easy-to-understand basic introduction to AI relevant to 
GIS in various dimensions. The application of AI in this book is very unique and 
refects the integration with GIS and MCDM, which creates a reader-friendly per-
spective. The book will be helpful for advancing sustainable development in modern 
infrastructures, including transportation, fnance, urban and rural planning, health 
care, and education. 

I take this opportunity to thank and admire the authors and editors for their hard 
work in this exemplary work, which will serve as a reference book for the higher 
education community, practitioners, and decision-makers. 

Professor Ora Renagi OL 

Vice Chancellor 

Papua New Guinea University of Technology 
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Preface 
The Asia-Pacifc region, home to some of the world’s fastest growing economies, 
faces a range of complex challenges, including environmental degradation, the 
increasing frequency of natural hazards, and rapid urbanization. Addressing these 
issues requires innovative, interdisciplinary approaches to promote sustainable 
development and enhance resilience. Geographic information systems (GIS), 
when combined with multi-criteria decision-making (MCDM) techniques and 
advanced technologies such as artifcial intelligence (AI), offer powerful tools 
to tackle these multifaceted problems. AIGIS integrates AI with GIS to derive 
insights from geospatial data. AI, including machine learning and deep learning, 
enables systems to simulate human intelligence, adapt, and learn from data. GIS, 
on the other hand, manages and analyses geographically referenced information. 
By combining AI techniques with GIS, this fusion enhances data analysis, visu-
alization, and decision-making. Despite growing research in the convergence of 
AI and GIS, a unifed framework for both research and applied objectives remains 
underdeveloped. This book provides a comprehensive exploration of how these 
integrated tools can support decision-making processes aimed at advancing sus-
tainable development in the Asia-Pacifc region, drawing on research and insights 
from diverse disciplines. 

The aim of this volume is to offer a comprehensive overview of how GIS, MCDM, 
and AI can be employed for resilience building and sustainable development in key 
areas such as disaster risk reduction, environmental monitoring, urban planning, and 
natural resource management. Through diverse case studies and theoretical explo-
rations, this book highlighted the value of integrated geospatial tools in facilitating 
informed decision-making and fostering resilient societies in the face of evolving chal-
lenges. The chapters in this volume cover a wide range of topics, from site-soil-geology 
assessments in Fiji to food risk analysis in Hong Kong, from air quality manage-
ment in Delhi during the COVID-19 pandemic to vegetation health monitoring in 
Thailand. Each chapter presents innovative approaches to using GIS and MCDM to 
address specifc problems, showcasing both the diversity of challenges in the region 
and the versatility of these tools. Other chapters explore the application of these tools 
in solid waste management, hydropower site selection, structural health monitoring, 
and environmental governance. 

This edited volume brings together the work of academicians, practitioners, and 
decision-makers from across the region. Each contribution refects the growing 
recognition towards effective and sustainable solutions to complex problems, which 
require a multidimensional approach, integrating scientifc, economic, and social 
considerations. This book aims to equip decision-makers with the tools and frame-
works needed to make more resilient and sustainable, considering the interconnect-
edness of multifaceted challenges. This volume will serve as a valuable resource for 
researchers, practitioners, and policymakers in felds such as geoinformatics, envi-
ronmental science, urban planning, disaster management, and operations manage-
ment. By providing the latest research and practical applications of MCDM, AI, and 



 

 

 

xii Preface 

GIS, the volume is targeted to contribute to ongoing efforts to build a more sustain-
able and resilient future for the Asia-Pacifc region. 
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Pathways for Sustainable 1 
Development and Multi-

Criteria Decision-Making 

Using AI and GIS 

Arun Kumar Singh and Alak Kumar Patra 

1.1 INTRODUCTION 

The quest for sustainable development is characterized by the need to harmonize 
economic growth, social equity, and environmental protection. In this context, 
decision-makers are often confronted with complex, multifaceted problems that 
require comprehensive evaluation and strategic planning. Multi-criteria decision-
making (MCDM) frameworks have emerged as essential tools for navigating these 
complexities, allowing stakeholders to evaluate and prioritize multiple alternatives 
based on a set of diverse and often conficting criteria. 

Artifcial Intelligence (AI) and Geographic Information Systems (GIS) have 

revolutionized the capabilities of MCDM in sustainable development. AI, with its 

advanced computational techniques such as machine learning, neural networks, 

and predictive analytics, can process and analyze large volumes of data, identify 

patterns, and generate forecasts with high accuracy. These capabilities are crucial 

for understanding and predicting the impacts of various development scenarios, 

optimizing resource allocation, and enhancing the effciency of decision-making 

processes. GIS, on the other hand, offers powerful tools for spatial analysis and visu-

alization. By providing a geographic context, GIS enables the examination of spatial 

patterns and relationships, which is critical for tasks such as land use planning, envi-

ronmental impact assessment, and disaster risk management. The ability to visualize 

complex data spatially allows for a more intuitive and comprehensive understanding 

of the geographic implications of different development pathways. The integration of 

AI and GIS in MCDM frameworks facilitates the development of sustainable devel-

opment pathways that are data-driven and evidence-based. This integrated approach 

supports the identifcation, evaluation, and implementation of strategies that balance 

economic, social, and environmental objectives. It also enhances the ability to moni-

tor and adapt these strategies in response to changing conditions, ensuring long-term 

sustainability and resilience (Shao et al. 2020). 

This introduction outlines the signifcance of combining AI and GIS within 

MCDM frameworks to address the intricate challenges of sustainable development. 

https://doi.org/10.1201/9781032683928-1


 

 

 

2 AI, GIS, and MCDM for Improving Sustainable Development 

By leveraging the strengths of these advanced technologies, policymakers and plan-

ners can make more informed, effective, and sustainable decisions, paving the way 

for a balanced and resilient future. Sustainable development pathways aim to bal-

ance economic growth, social inclusion, and environmental sustainability. MCDM 

methods are used to evaluate and prioritize different options based on multiple, often 

conficting criteria. The integration of AI and GIS can enhance the process by pro-

viding advanced tools for data analysis, visualization, and decision support (Wang 

et al. 2021). 

1.1.1 KEY CONCEPTS 

Figure 1.1 describes the details about key concepts. 

• Sustainable Development Pathways 

Economic Growth: Enhancing productivity and effciency while maintain-

ing ecological balance. 

Social Inclusion: Ensuring equitable access to resources and opportunities 

for all societal segments. 

Environmental Sustainability: Protecting natural resources and reducing 

ecological footprints. 

• Multi-Criteria Decision-Making (MCDM) 

Goal: To provide a structured approach for evaluating and comparing mul-

tiple alternatives based on a set of criteria. 

Common Methods: Analytical Hierarchy Process (AHP), Technique for 

Order Preference by Similarity to Ideal Solution (TOPSIS), and Multi-

Attribute Utility Theory (MAUT). 

FIGURE 1.1 A multi-criteria decision-making (MCDM). 



 

 

 

 

 

 

 

3 Pathways for Sustainable Development 

• Artifcial Intelligence (AI) 

Role: AI can automate and optimize decision-making processes by analyz-

ing large datasets, identifying patterns, and making predictions. 

Applications: Machine learning algorithms, neural networks, and expert 

systems can be employed for predictive modeling, risk assessment, and 

scenario analysis. 

• Geographic Information Systems (GIS) 

Role: GIS enables the spatial analysis and visualization of geographical data, 

which is crucial for understanding environmental and socio-economic 

factors. 

Applications: Mapping land use changes, assessing environmental impacts, 

and planning infrastructure development. 

Applications of AI and GIS in sustainable development. 

• Environmental Monitoring and Management 

AI: Machine learning algorithms can predict pollution levels, identify 

deforestation patterns, and model climate change impacts. 

GIS: Spatial analysis tools can map vulnerable areas, track changes in land 

use, and assess the distribution of natural resources. 

Figure 1.2 shows the spatial multi-criteria analysis views and other natu-

ral resources are given below in detail. 

• Urban Planning and Infrastructure Development 

AI: Predictive models can optimize transportation networks, energy con-

sumption, and waste management systems. 

FIGURE 1.2 Spatial multi-criteria analysis. 



 

 

 

 

 

      

  

 

  

 

 

 

4 AI, GIS, and MCDM for Improving Sustainable Development 

GIS: Tools can visualize urban growth patterns, evaluate site suitability for 

new developments, and manage disaster risks. 

• Agriculture and Food Security 

AI: Precision agriculture techniques can enhance crop yield predictions, 

pest detection, and resource allocation. 

GIS: Spatial analysis can assess soil health, monitor crop conditions, and plan 

irrigation systems. 

• Natural Disaster Management 

AI: Algorithms can predict the occurrence of natural disasters, model their 

impacts, and optimize emergency response strategies. 

GIS: Mapping tools can identify high-risk areas, track the progression of 

disasters, and coordinate relief efforts. 

• Water Resource Management 

AI: Predictive analytics can forecast water demand, detect leaks, and optimize 

distribution systems. 

GIS: Tools can map water sources, assess water quality, and plan for sus-

tainable usage. 

1.1.2 INTEGRATING AI AND GIS FOR MCDM IN SUSTAINABLE DEVELOPMENT 

• Data Collection and Integration: Collecting and integrating diverse datasets 

from sensors, satellite imagery, surveys, and administrative records. 

• Criteria Defnition and Weighting: Defning relevant criteria for decision-

making and assigning weights based on their importance. 

• Modeling and Analysis: Using AI algorithms to analyze data, identify trends, 

and generate predictive models. Employing GIS tools to visualize data spa-

tially and conduct spatial analyses. 

• Scenario Development and Evaluation: Creating and evaluating different 

development scenarios to understand potential impacts and trade-offs. 

• Decision Support and Implementation: Providing decision-makers with 

actionable insights and recommendations. Implementing chosen pathways 

and monitoring their outcomes. 

The strengths of AI and GIS within an MCDM framework, sustainable develop-

ment efforts can be more effectively planned, implemented, and monitored, leading 

to better outcomes for society and the environment (Kour et al. 2022; Linkov and 

Moberg 2011). 

1.2 BASICS OF PATHWAYS FOR SUSTAINABLE DEVELOPMENT 

Sustainable development encompasses the idea of meeting the needs of the present 

without compromising the ability of future generations to meet their own needs. It 

involves integrating economic, social, and environmental considerations to achieve a 

balance that promotes long-term well-being and prosperity for all (Abidi et al. 2022; 

Kokkinos et al. 2020). Here are some basics of pathways for sustainable development 

(Table 1.1). 



 

5 Pathways for Sustainable Development 

TABLE 1.1 

Pathways for Sustainable Development 

Aspect Description 

Triple Bottom Line Approach Economic, social, and environmental considerations are integrated to 

achieve balanced development. 

Principles of Sustainability Minimize environmental impact, promote social equity, ensure 

economic viability, respect diversity. 

Interdisciplinary Approach Collaboration across disciplines (e.g., environmental science, 

economics, sociology, technology). 

Global Goals and Frameworks United Nations SDGs provide a global roadmap for sustainable 

development by 2030. 

Stakeholder Engagement Involving communities, businesses, governments, NGOs to identify 

priorities and co-create solutions. 

Adaptive Management Continuous learning, monitoring, and adjustment of policies based on 

new information and feedback. 

Technology and Innovation Leveraging tech like renewable energy, sustainable agriculture, digital 

solutions for sustainable outcomes. 

Policy and Governance Effective regulations and incentives to promote sustainability in 

decision-making and investments. 

Education and Awareness Promoting knowledge and capacity-building for sustainable practices 

and lifestyles. 

Policy and Governance Effective regulations and incentives to promote sustainability in 

decision-making and investments. 

Sustainable development is a holistic approach that aims to meet the needs of 

the present generation without compromising the ability of future generations to 

meet their own needs. This abstract explores the foundational principles, strategies, 

and frameworks essential for navigating the complexities of sustainable development 

(Figure 1.3). 

FIGURE 1.3 Basic components of strategic roadmap for sustainability. 



 

 

 

 

 

 

 

 

 

   

6 AI, GIS, and MCDM for Improving Sustainable Development 

The concept of sustainable development encompasses three interconnected 

dimensions: economic prosperity, social equity, and environmental stewardship. 

These dimensions are often referred to as the triple bottom line, emphasizing their 

interdependence and the need for balanced decision-making that considers all three 

aspects simultaneously. Key principles guiding pathways for sustainable develop-

ment include minimizing environmental degradation, promoting social inclusivity, 

ensuring economic viability, and respecting cultural diversity. Interdisciplinary 

collaboration among felds such as environmental science, economics, sociology, 

technology, and policymaking is crucial for addressing multifaceted challenges 

and designing integrated solutions (Aboul Ella Hassanien and Chiranji 2021; Klör 

et al. 2018). 

The United Nations Sustainable Development Goals (SDGs) provide a global 

framework for collective action toward sustainable development by 2030. These 

goals address critical issues such as poverty alleviation, climate action, sustain-

able cities, biodiversity conservation, and responsible consumption and production. 

Stakeholder engagement plays a pivotal role in sustainable development, ensuring 

inclusivity, transparency, and accountability in decision-making processes. Adaptive 

management strategies enable continuous learning, monitoring, and adjustment of 

policies based on evolving information and feedback, thereby enhancing resilience 

and effectiveness. Technological innovation, including advancements in renewable 

energy, sustainable agriculture, and digital solutions, accelerates progress toward 

sustainable outcomes. Effective policy and governance frameworks are essential for 

translating sustainable development principles into actionable plans and regulations 

that incentivize sustainable practices and investments. Education and awareness ini-

tiatives are integral to fostering a culture of sustainability, empowering individuals 

and communities to adopt responsible behaviors and lifestyles (Kitchenham 2004). 

In conclusion, embracing the basics of pathways for sustainable development 

requires a comprehensive and integrated approach that balances economic, social, 

and environmental considerations. By incorporating these principles into decision-

making processes and everyday practices, stakeholders can contribute to building a 

more equitable, resilient, and sustainable future for all. By embracing these basics 

and integrating them into planning, decision-making, and everyday actions, stake-

holders can contribute to advancing sustainable development and achieving a more 

equitable and resilient future for all (Agrawal et al. 2021; Karakutuk et al. 2021). 

1.2.1 AI AND GIS APPLICATIONS/TECHNIQUES 

AI and GIS represent two of the most transformative technologies in contemporary 

data analysis and decision-making. AI, with its capabilities in machine learning, 

neural networks, and predictive analytics, provides powerful tools for processing 

and interpreting vast amounts of data, enabling the extraction of valuable insights 

and the automation of complex tasks. GIS, on the other hand, specializes in the 

spatial analysis and visualization of geographical data, offering a critical framework 

for understanding and managing the spatial dimensions of various phenomena. The 

convergence of AI and GIS opens up unprecedented opportunities across multiple 

domains, enhancing the capacity to address intricate challenges through informed 
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decision-making. This integration leverages the strengths of both technologies: AI’s 

analytical prowess and GIS’s spatial context, thereby providing a comprehensive 

approach to data-driven problem-solving. By combining AI’s predictive and optimi-

zation abilities with GIS’s spatial analysis, stakeholders can develop more effcient, 

effective, and sustainable solutions (Alimohammadlou and Khoshsepehr 2023; 

Aloui et al. 2021; Kamari et al. 2020). 

Applications of AI and GIS span diverse felds, each benefting from the enhanced 

analytical capabilities and spatial insights these technologies provide. In environ-

mental management, they aid in predicting and mitigating the impacts of climate 

change and pollution. In urban planning, they optimize infrastructure development 

and smart city initiatives. In agriculture, they enhance precision farming techniques 

and food security measures. In disaster management, they improve preparedness and 

response strategies. Finally, in water resource management, they optimize usage and 

conservation practices (Anderson et al. 2018; Arana-Catania et al. 2021; Janssen and 

van Herwijnen 2020). 

1.2.2 AI TECHNIQUES 

1. Machine Learning 

Description: Machine learning algorithms enable systems to learn from 

data and make predictions or decisions without explicit programing. 

Applications: Predictive modeling, classifcation, clustering, anomaly 

detection, and recommendation systems. 

Examples: Support Vector Machines (SVM), Random Forest, Neural 

Networks, and Deep Learning. 

2. Natural Language Processing (NLP) 

Description: NLP involves the interaction between computers and humans 

using natural language, enabling machines to process, analyze, and 

understand human language. 

Applications: Sentiment analysis, language translation, chatbots, and text 

summarization. 

Examples: Named Entity Recognition (NER), Text Classifcation, Language 

Generation models like GPT-3. 

3. Computer Vision 

Description: Computer vision enables machines to interpret and understand 

visual information from the world. 

Applications: Object detection, image classifcation, facial recognition, 

medical image analysis, and autonomous vehicles. 

Examples: Convolutional Neural Networks (CNN), Image Segmentation, 

and Optical Character Recognition (OCR). 

4. Reinforcement Learning 

Description: Reinforcement learning involves training algorithms to make 

sequential decisions by interacting with an environment and learning 

from feedback. 

Applications: Game playing (e.g., AlphaGo), robotics, autonomous systems, 

and resource management. 
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Examples: Q-Learning, Deep Q-Networks (DQN), and Policy Gradient 

methods. 

5. Predictive Analytics 

Description: Predictive analytics uses statistical techniques and machine 

learning to analyze current and historical data to make predictions 

about future events. 

Applications: Forecasting, risk assessment, demand forecasting, and pre-

dictive maintenance. 

Examples: Time series forecasting models like ARIMA, and Prophet. 

1.2.2.1 GIS Techniques 

1. Spatial Analysis 

Description: Spatial analysis examines geographic data to understand pat-

terns, relationships, and trends. 

Applications: Buffering, overlay analysis, interpolation, and proximity 

analysis. 

Examples: Spatial statistics (e.g., Moran’s I), Hotspot analysis, and Spatial 

regression. 

2. Geospatial Data Modeling 

Description: Geospatial data modeling involves representing real-world 

features, phenomena, and relationships in a digital environment. 

Applications: 3D modeling, network analysis, land use planning, and 

hydrological modeling. 

Examples: Network Analysis (e.g., shortest path), Digital Elevation Models 

(DEMs), and Hydrological Models (e.g., SWAT). 

3. Remote Sensing 

Description: Remote sensing involves collecting data about Earth’s surface 

without direct physical contact, typically from satellites or aircraft. 

Applications: Land cover classifcation, vegetation monitoring, urban 

growth analysis, and disaster assessment. 

Examples: Image classifcation (e.g., supervised and unsupervised), Change 

detection, and Thermal imaging. 

4. Cartography and Visualization 

Description: Cartography involves the creation and design of maps, while 

visualization uses graphical techniques to represent geospatial data. 

Applications: Map design, thematic mapping, spatial storytelling, and 

interactive visualization. 

Examples: Heatmaps, Choropleth maps, and Story maps. 

5. Spatial Decision Support Systems (SDSS) 

Description: SDSS integrates GIS with decision-making processes to 

support complex spatial decisions. 

Applications: Site selection, environmental impact assessment, disaster 

management, and urban planning. 

Examples: Multi-Criteria Decision Analysis (MCDA), Location-Allocation 

models, and Scenario planning. 



 

  

 

 

 

 

 

 

  

 

 

 

 

 

9 Pathways for Sustainable Development 

1.2.2.1.1 Integration of AI and GIS Techniques 

The integration of AI and GIS techniques enhances decision-making processes 

by combining AI’s advanced analytical capabilities with GIS’s spatial context. This 

integration enables more comprehensive analyses, predictive modeling with spa-

tial components, and automation of complex spatial tasks. By leveraging both AI 

and GIS techniques, organizations can achieve more accurate insights, optimize 

resource management, and develop sustainable solutions across various domains. 

This introduction highlights the signifcant role of AI and GIS applications in trans-

forming decision-making processes across various sectors, demonstrating how 

their integration facilitates more informed, effcient, and sustainable outcomes 

(Halsband 2022). 

1.3 AI AND GIS APPLICATIONS WITH PATHWAYS FOR 
SUSTAINABLE DEVELOPMENT AND MCDM 

Sustainable development involves meeting the needs of the present without com-

promising the ability of future generations to meet their own needs. MCDM frame-

works can be valuable in navigating the complexities of sustainable development 

by considering various factors and trade-offs (Ascher et al. 2022; Eitel-Porter 2020; 

Goel et al. 2020). Here are some pathways and considerations for integrating sustain-

able development and MCDM: 

1. Identifying Stakeholders and Objectives: Begin by identifying all stake-

holders involved in the decision-making process, including communities, 

businesses, governments, and NGOs. Defne clear objectives that align with 

SDGs, such as environmental conservation, social equity, economic pros-

perity, and technological advancement. 

2. Criteria Development: Develop a set of criteria that refect the different 

dimensions of sustainability relevant to the decision at hand. These criteria 

may include environmental impact, social inclusivity, economic viability, 

technological feasibility, cultural preservation, and policy compliance. Each 

criterion should be measurable and relevant to the stakeholders’ concerns. 

3. Gathering Data and Information: Collect relevant data and information 

to assess the performance of different alternatives against the established 

criteria. This may involve conducting environmental assessments, socio-

economic analyses, feasibility studies, and risk assessments. Data-driven 

decision-making ensures that choices are based on evidence and compre-

hensive analysis. 

4. Multi-Criteria Evaluation Methods: Utilize appropriate MCDM methods 

to evaluate and compare alternative courses of action. Common techniques 

include AHP, Analytic Network Process (ANP), MAUT, and outranking 

methods like ELECTRE and PROMETHEE. These methods help in quan-

tifying qualitative factors and prioritizing alternatives based on their over-

all performance across multiple criteria. 
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5. Scenario Analysis and Sensitivity Testing: Conduct scenario analysis to 

evaluate how different future scenarios may impact the outcomes of sus-

tainable development initiatives. Sensitivity testing helps in understanding 

the robustness of decisions under varying conditions and uncertainties, 

ensuring resilience and adaptability in the face of change. 

6. Stakeholder Engagement and Transparency: Engage stakeholders through-

out the decision-making process to ensure inclusivity, transparency, and 

accountability. Stakeholder inputs provide valuable insights, enhance the 

legitimacy of decisions, and foster collective ownership of sustainable 

development initiatives. 

7. Monitoring and Adaptation: Implement mechanisms for monitoring the 

implementation and outcomes of chosen strategies over time. Regular evalu-

ation allows for adaptive management, where adjustments can be made based 

on feedback, new information, and changing circumstances to enhance 

effectiveness and achieve long-term sustainability goals. 

8. Policy Integration and Institutional Capacity: Integrate sustainable devel-

opment considerations into policy frameworks and strengthen institutional 

capacity for effective implementation. This involves aligning regulatory 

frameworks, promoting innovation and knowledge sharing, and building 

partnerships across sectors and jurisdictions. 

By integrating MCDM with sustainable development principles, stakeholders can 

make informed choices that balance environmental, social, and economic consider-

ations, thereby promoting holistic and resilient pathways to sustainable development. 

The integration of AI and GIS is revolutionizing pathways for sustainable devel-

opment and MCDM. Sustainable development aims to balance economic growth, 

social inclusion, and environmental protection, necessitating complex decision-mak-

ing processes that can account for multiple, often conficting criteria. AI and GIS 

provide the necessary tools and methodologies to enhance these processes by offer-

ing advanced data analysis, visualization, and decision support capabilities (Ashley 

et al. 2003). 

AI brings to the table powerful computational techniques such as machine learn-

ing, neural networks, and predictive analytics. These capabilities enable the process-

ing and analysis of vast and diverse datasets, uncovering patterns, predicting future 

trends, and optimizing resource allocation. GIS complements this by offering robust 

spatial analysis and visualization tools, essential for understanding geographic pat-

terns and relationships. Together, AI and GIS facilitate the development of more effec-

tive and sustainable strategies by integrating spatial and non-spatial data, optimizing 

land use, monitoring environmental changes, and supporting disaster risk management 

(Astobiza et al. 2021; Dube et al. 2021). 

The integration of AI and GIS within MCDM frameworks allows for a compre-

hensive evaluation of different development scenarios, considering multiple criteria 

such as economic viability, social equity, and environmental impact (Table 1.2). This 

approach supports policymakers and planners in making data-driven, evidence-

based decisions that are critical for achieving long-term sustainability goals (Bokhari 

and Myeong 2022; Bregaglio et al. 2022; Cervelli et al. 2020). 
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TABLE 1.2 

AI and GIS Applications in Sustainable Development and MCDM 

Domain 

Environmental 

Management 

Urban Planning 

and Infrastructure 

Development 

Agriculture and 

Food Security 

Natural Disaster 

Management 

AI Applications 

• Predictive Modeling: AI algorithms 

predict pollution levels, climate 

change impacts, and deforestation 

patterns. 

• Pattern Recognition: Machine 

learning models identify and 

monitor changes in land use and 

vegetation cover. 

• Optimization: AI helps optimize 

resource allocation for conservation 

efforts and pollution control. 

• Predictive Analytics: AI models 

forecast urban growth, traffc 

patterns, and infrastructure needs. 

• Smart Cities: AI-driven systems 

optimize energy usage, waste 

management, and public 

transportation in urban areas. 

• Risk Analysis: AI assesses risks 

related to infrastructure projects, 

including fnancial, environmental, 

and social factors. 

• Precision Agriculture: AI analyzes 

data from sensors and drones to 

optimize irrigation, fertilization, and 

pest control. 

• Yield Prediction: Machine learning 

models predict crop yields based on 

weather, soil, and crop data. 

• Supply Chain Optimization: AI 

improves the effciency of 

agricultural supply chains, from 

production to distribution. 

• Disaster Prediction: AI models 

predict natural disasters like 

earthquakes, foods, and hurricanes. 

• Impact Simulation: AI simulates 

disaster scenarios to plan effective 

response strategies. 

GIS Applications 

• Spatial Analysis: GIS tools map and 

analyze environmental data, such as 

habitat distribution and ecosystem 

health. 

• Impact Assessment: GIS visualizes 

potential impacts of environmental 

policies and projects on different 

regions. 

• Resource Management: GIS supports 

the planning and management of natural 

resources like water, forests, and 

wildlife. 

• Site Suitability Analysis: GIS identifes 

optimal locations for new developments 

based on various criteria. 

• Zoning and Land Use Planning: GIS 

helps in creating and managing zoning 

plans and land use maps. 

• Disaster Risk Management: GIS maps 

high-risk areas and supports disaster 

preparedness and response planning. 

• Soil and Crop Mapping: GIS maps soil 

types, crop conditions, and productivity 

zones for better agricultural planning. 

• Land Use and Crop Rotation: GIS 

supports planning for optimal land use 

and crop rotation schedules. 

• Water Resource Management: GIS 

helps plan and manage irrigation 

systems and water resource 

distribution. 

• Risk Mapping: GIS maps areas prone 

to natural disasters, aiding in risk 

assessment and mitigation planning. 

• Emergency Response Coordination: 

GIS supports the coordination of 

emergency response efforts during 

disasters. 

(Continued) 
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TABLE 1.2 (Continued) 

AI and GIS Applications in Sustainable Development and MCDM 

Domain AI Applications GIS Applications 

Water Resource • Demand Forecasting: AI predicts • Source Mapping: GIS maps water 

Management water demand and usage patterns for sources, including rivers, lakes, and 

effcient water resource management. groundwater reserves. 

• Leak Detection: AI detects leaks in • Quality Monitoring: GIS monitors water 

water distribution systems to quality across different regions, 

minimize water loss. identifying areas of concern. 

• Optimization: AI optimizes the • Sustainable Usage Planning: GIS 

distribution of water resources to supports the planning of sustainable 

balance supply and demand. water usage practices. 

1.4 ADVANTAGES OF AI AND GIS APPLICATIONS IN PATHWAYS 
FOR SUSTAINABLE DEVELOPMENT AND MCDM 

The integration of AI and GIS with pathways for sustainable development and 

MCDM offers numerous advantages (Bianchini et al. 2019; Chen et al. 2021; de 

Oliveira Musse et al. 2018). These technologies can signifcantly enhance the eff-

ciency, accuracy, and effectiveness of decision-making processes, leading to better 

sustainable development outcomes (Tables 1.3 and 1.4). 

TABLE 1.3 

AI and GIS Applications in Pathways for Sustainable Development 

Aspect AI Applications GIS Applications Combined Advantages 

Data Processing • Speed and Effciency: • Comprehensive • Multi-Criteria Evaluation: 

and Analysis Rapid processing of Datasets: Integrates Combines spatial data and 

large datasets. diverse datasets for predictive analytics for 

holistic analysis. comprehensive assessments. 

• Pattern Recognition: • Interoperability: Works • Stakeholder Engagement: 

Identifes complex with various data Enhances understanding and 

patterns and formats and sources. consensus-building through 

correlations. visualizations and predictive 

models. 

Predictive • Forecasting: Creates • Visualization: Provides • Real-Time Analysis: 

Modeling predictive models for powerful tools for Processes real-time data for 

future scenario visualizing spatial data. up-to-date decision-making 

planning. and timely interventions. 

• Scenario Analysis: • Mapping: Creates • Adaptive Management: 

Simulates different detailed maps Supports continuous 

scenarios for highlighting critical refnement of policies based 

evaluating potential areas for sustainable on emerging data and 

outcomes. development. feedback. 

(Continued) 
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TABLE 1.3 (Continued) 

AI and GIS Applications in Pathways for Sustainable Development 

Aspect AI Applications GIS Applications Combined Advantages 

Optimization • Resource Allocation: • Land Use Planning: • Risk Assessment and 

Optimizes the use of Aids in effective land Mitigation: Identifes 

resources for use planning and vulnerable areas and 

achieving preserving natural assesses potential impacts 

sustainability goals. habitats. for targeted interventions. 

• Optimization • Resource Allocation: • Land Use Planning: Aids in 

Optimizes the use of effective land use planning 

resources for achieving and preserving natural 

sustainability goals. habitats. 

Automation • Routine Tasks: 

Automates repetitive 

tasks to free up 

human resources for 

complex tasks. 

Data Integration • Integration: Integrates 

various datasets into a 

single platform for a 

comprehensive view. 

Monitoring and • Monitoring: Monitors 

Management environmental changes, 

urbanization, and 

climate impacts. 

Policy and • Decision Support: AI • Spatial Governance: 

Governance enhances decision Supports the 

support systems for development of spatially 

effective policymaking. informed policies. 

Education and • Predictive Insights: • Geospatial Awareness: 

Awareness AI provides GIS enhances geospatial 

predictive insights for understanding and 

educational purposes. awareness. 

TABLE 1.4 

Disadvantages of AI and GIS Applications in Pathways for Sustainable 

Development and Multi-Criteria Decision-Making (MCDM) 

Aspect AI Applications GIS Applications Combined Disadvantages 

Data Quality and • Data Dependency: AI • Data Accuracy: GIS • Data Integration: 

Availability models require analyses depend on Combining datasets from 

high-quality, extensive the accuracy and different sources can be 

datasets, which may resolution of spatial challenging due to 

not always be data, which can be inconsistencies and 

available or accurate. limited or outdated. varying data standards. 

(Continued) 
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TABLE 1.4 (Continued) 

Disadvantages of AI and GIS Applications in Pathways for Sustainable 

Development and Multi-Criteria Decision-Making (MCDM) 

Aspect AI Applications GIS Applications Combined Disadvantages 

Technical Complexity • Complex 

Algorithms: AI 

involves complex 

algorithms that may 

be diffcult for 

non-experts to 

understand and 

• Technical Expertise: 

GIS requires 

specialized 

knowledge for 

effective use, which 

can be a barrier for 

some stakeholders. 

• Interdisciplinary Challenges: 

Integrating AI and GIS 

requires collaboration across 

different technical felds, 

which can be complex to 

manage. 

implement. 

Cost and Resources • High Costs: 

Implementing AI 

solutions can be 

expensive, requiring 

signifcant 

investment in 

• Infrastructure Costs: 

GIS systems can be 

costly to set up and 

maintain, 

particularly in 

resource-limited 

• Resource Intensity: Both 

technologies can be 

resource-intensive, 

requiring substantial 

fnancial and human 

resources for effective 

hardware, software, 

and expertise. 

settings. deployment. 

Ethical and Privacy 

Concerns 

• Bias and Fairness: 

AI algorithms can 

perpetuate biases 

present in the 

training data, 

leading to unfair or 

biased outcomes. 

• Privacy Issues: GIS 

data collection and 

usage can raise 

privacy concerns, 

especially when 

dealing with 

sensitive location 

• Data Security: Ensuring 

the security and privacy of 

integrated datasets is a 

signifcant challenge. 

information. 

Scalability and 

Adaptability 

• Scalability: AI 

models may not 

scale well across 

different regions or 

contexts due to 

variations in data 

and conditions. 

• Context-Specifc: 

GIS solutions may 

need signifcant 

customization for 

different 

geographical or 

socio-economic 

• Integration Challenges: 

Scaling integrated AI and 

GIS solutions across 

diverse contexts can be 

complex and require 

signifcant adaptation. 

contexts. 

Dependence on 

Technology 

• Over-Reliance: 

Excessive reliance 

on AI can reduce 

human oversight 

and critical thinking, 

potentially leading 

to unforeseen 

• Technical Failures: 

GIS systems can be 

prone to technical 

issues or failures, 

affecting the 

reliability of the 

analysis. 

• System Interdependencies: 

Dependence on integrated 

systems increases 

vulnerability to technical 

failures or disruptions in 

either component. 

consequences. 

(Continued) 
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TABLE 1.4 (Continued) 

Disadvantages of AI and GIS Applications in Pathways for Sustainable 

Development and Multi-Criteria Decision-Making (MCDM) 

Aspect AI Applications 

Implementation • Resistance to 

Barriers Change: 

Organizations may 

resist adopting AI 

due to perceived 

complexity or fear 

of job displacement. 

Transparency and • Black Box Problem: 

Explainability AI algorithms can 

be opaque, making 

it diffcult to 

understand how 

decisions are made, 

which can 

undermine trust. 

GIS Applications 

• Adoption 

Challenges: GIS 

adoption can be 

hindered by a lack 

of technical skills or 

resistance to change 

among stakeholders. 

• Complex Outputs: 

GIS outputs can be 

complex and 

diffcult for 

non-specialists to 

interpret. 

Combined Disadvantages 

• Interoperability Issues: 

Ensuring interoperability 

between AI and GIS 

systems can be 

challenging, especially 

when integrating legacy 

systems. 

• Interpretability: 

Combining AI and GIS 

can result in complex 

systems that are 

challenging to explain and 

understand 

comprehensively. 

1.5 CONCLUSION 

In conclusion, the integration of AI and GIS with MCDM frameworks presents a 

promising pathway toward advancing SDGs. AI algorithms enable robust data analy-

sis, predictive modeling, and pattern recognition, thereby enhancing the accuracy 

and effciency of decision-making processes. GIS technologies provide spatial data 

visualization, mapping, and spatial analysis capabilities, which are essential for 

understanding geographical contexts and optimizing resource allocation. Together, 

AI and GIS empower stakeholders to evaluate complex environmental, social, and 

economic factors simultaneously. AI algorithms can analyze vast datasets to iden-

tify patterns, correlations, and trade-offs among various criteria, guiding decision-

makers toward informed and evidence-based choices. GIS platforms facilitate the 

visualization of spatial relationships and the integration of geospatial data, enabling 

stakeholders to assess the spatial impacts of development initiatives and identify 

optimal locations for sustainable interventions. The combination of AI and GIS 

fosters scenario analysis and predictive modeling, allowing stakeholders to simu-

late different development scenarios and anticipate their potential impacts on eco-

systems, communities, and economies. This proactive approach supports adaptive 

management strategies, where decisions can be adjusted in response to changing 

environmental conditions and stakeholder feedback. 

Incorporating AI and GIS into MCDM frameworks also promotes transpar-

ency, stakeholder engagement, and interdisciplinary collaboration. By providing 

accessible and comprehensible insights, these technologies facilitate inclusive 
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decision-making processes that account for diverse perspectives and enhance 

the accountability of sustainable development initiatives. In core, leveraging 

AI and GIS in MCDM frameworks enhances the capacity of stakeholders to 

navigate the complexities of sustainable development effectively. By harness-

ing the power of data-driven insights and spatial analysis, decision-makers can 

pursue pathways that promote environmental stewardship, social equity, and 

economic resilience, thereby fostering sustainable development for present and 

future generations. 
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2.1 INTRODUCTION 

In 1984, the “United Nations” (UN) established an autonomous committee with 

22 members from developing and rich countries to formulate long-term environmen-

tal policies for the worldwide community. The “World Commission on Environment 

and Development” (WCED, 1987) released the report “Our Common Future,” which 

is generally recognised as critical in establishing sustainable development globally 

and shaping a common future. In this report, the term “sustainable development” 

was coined for the frst time, which is defned as development that fulfls current 
demands without jeopardizing future generations’ ability to fulfl their demands or 
requirements. In this report, the commission examined environmental issues raised 
by development processes from an economic, social, and political standpoint, rather 
than just from a scientifc aspect (Elliott, 2012). Their ideas were focused on integrat-
ing development strategies, environmental regulations, and global partnerships to 
address interconnected environmental issues and growth prospects. In 2015, the UN 
member nations agreed on the “2030 Agenda for Sustainable Development,” which 
provides a united roadmap for prosperity and peace for humans and the environment 
currently and in the foreseeable future. The core policy is based on 17 “Sustainable 
Development Goals” (SDGs), which signify an urgent call for action from all states 
in a global collaboration. The SDGs aim to eradicate poverty and other hardships, 
provide education and health facilities, eliminate inequality, and drive economic 
growth while tackling climate change and safeguarding the environment. 

The SDGs have replaced the previously set “Millennium Development Goals” 
(MDGs) by the UN and put more emphasis on investigators than ever before to deal 
with climate change, energy effciency, health, nutrition, and water supply issues. 
The effective execution of sustainable development depends on understanding 
resource management and regional challenges (Tabor and Hutchinson, 1994). For 
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this purpose, numerous social, economic, and environmental issues must be moni-

tored and modelled globally. Remote sensing (RS) is an effcient tool for addressing 
ecological and socio-economic challenges at a global scale. It allows for monitor-
ing Earth’s systems at different spatial and temporal scales, providing prompt and 
accurate information. RS is particularly useful for gathering data in remote and inac-
cessible regions, making it the primary surveillance approach (Avtar et al., 2020). 
Although numerous methods and techniques exist to assess natural resources and 
the hazards affecting them, the RS technique has been employed since the 1970s 
due to its affordable acquisition cost and great utility in data collection, analysis, and 
administration. The methodologies and approaches based on RS have been applied 
for a range of applications at various time scales across the past few decades (Jensen, 
2009). RS provides a unifed perspective of spatial information at the local, regional, 
and global levels, allowing for faster decision-making and action (Jensen and Cowen, 
1999). Thus, over the past 20 years, RS has been strongly applied in the agricul-
tural sector (Khanal et al., 2020; Shanmugapriya et al., 2019); forestry (Boyd and 
Danson, 2005; Lechner et al., 2020); fsheries (Klemas, 2013; Stuart et al., 2011); 
environmental solutions (Mahrad et al., 2020; Yuan et al., 2020); urban management 
(Krishnaveni and Anilkumar, 2020; Yang, 2021); disaster mitigation (Eguchi et al., 
2008; Joyce et al., 2009); etc. 

Currently, numerous assessments are made based on many criteria acquired from 
expert groups and determined accordingly based on the weightage assigned. There 
are not just signifcant challenges that require several criteria, even certain criteria 
could have an impact on certain challenges; but, to arrive at an ideal solution, all 
choices must comply with identical criteria, which leads to effectively informed 
decision-making (Aruldoss et al., 2013). Multi-criteria decision-making (MCDM) 
deals with the framework and solutions for decision-making and planning issues 
encompassing numerous criteria. The fundamental purpose of MCDM is to support 
decision-makers and stakeholders whenever there are several possibilities for resolv-
ing a problem. When there is no ideal solution to these problems, it becomes neces-
sary to capitalize on the decision-maker’s propensity to choose amongst alternatives. 
With the advancement of new technology and modern algorithms, MCDM has been 
used massively in every aspect of social life in the last two decades. Some prominent 
applications include construction management (Jato-Espino et al., 2014), sustain-
able planning of energy consumption (Pohekar and Ramachandran, 2004), manage-
ment of waste disposal (Achillas et al., 2013), transportation projects (Macharis and 
Bernardini, 2015), site selection (Yap et al., 2019), urban planning (Afshari et al., 
2016), and renewable energy development (Kamari et al., 2020). 

Although there are ample publications on the MCDM approaches being used 
in different sectors, there is a defcit of sustainable development studies using 
MCDM in the literature. Since the implementation of the Sendai Framework in 
2015, there has been a growing need for MCDM applications in various sectors 
of society. Therefore, this study aims to present a comprehensive overview of the 
research that has already been published utilizing MCDM and RS. This approach 
will help to synthesize the knowledge we already have on this topic and hope to 
chalk out a direction for future research on RS-based MCDM studies on sustainable 
development. 
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2.2 SUSTAINABILITY INDICATORS 

Since the late 1980s, as the impact of the environment on society became more 

prominent, the performance metric related to sustainability has become the focus 

of mainstream research. Several studies have used “Cost” as the primary indicator 

to analyse economic growth (Ma et al., 2018; Remery et al., 2012). Further compre-

hensive economic performance indicators are provided by project return or revenue, 

which reveals how much additional revenue, could be generated from the project’s 

effective completion. Several techniques are employed to assess proftability, with net 
present value (NPV) being the most popular strategy (Larson and Gray, 2014). The 
payback model calculates the time needed to recover an investment and is another 
important method for evaluating proftability. The “Return on Investment” (ROI) is 
a further indicator of economic performance (Ma et al., 2020). This metric makes it 
possible to compare the prospective revenues of various projects. 

In addition to economic considerations, environmental performance has been 
considered regarding project selection. In earlier pertinent research, several sec-
tors, notably manufacturing (Labuschagne and Brent, 2005) and construction 
(Dobrovolskienė and Tamošiūnienė, 2016), aimed at incorporating environmental 
assessment into project management. In general, environmental performance is uti-
lized as a scenario that assists with decision-making within project management 
(Jugend and Figueiredo, 2017). Some research used project “Life Cycle Assessment” 
(LCA) and eco-design methodologies in “Project Portfolio Selection” (PPS) (Bovea 
and Pérez-Belis, 2012; Brones and Monteiro de Carvalho, 2015). “Environmental 
Quality Function Deployment” (EQFD) (Bovea and Pérez-Belis, 2012), “Materials, 
Energy, and Toxicity” (MET) matrix (Byggeth and Hochschorner, 2006), and 
“Environmental Failure Mode Effects Analysis” (E-FMEA) (Knight and Jenkins, 
2009) are a few instances of environmental performance metrics used in project 
management. 

The third component in evaluating sustainability is the social component. Social 
sustainability is given less attention than economic and environmental sustainability 
due to the complex explanations and challenging quantifcations (Ma et al., 2018). 
However, as it refects the standard of human existence and has signifcant effects 
on society, social sustainability merits considerably greater focus and effort. Benoît 
et al. (2007) categorized social assessment indicators into fve groups: workforce, 
society, local community, consumers, and value-chain stakeholders. Their classif-
cation substantially benefted in the application of research on social sustainability 
assessments. The UNEP “Scientifc and Technical Advisory Committee” (UNEP, 
SETAC, 2009, 2013) has provided documentation on standards and approaches 
regarding Social-LCA (life-cycle analysis) as a supplement to the social sustain-
ability assessment. These documents have been further used in several studies to 
conduct social assessments. 

2.2.1 UN-SDGS: WHERE DO WE STAND AT PRESENT? 

Although the “United Nations Department of Economic and Social Affairs” 
(UNDESA) presented 17 SDGs, all of the goals could not be addressed with the 
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FIGURE 2.1 (a) Countries with more than 50% population living below the national pov-

erty line (1993–2021) and (b) countries with more than 50% employed population below 

international poverty line. 

help of RS and MCDM. A thorough literature survey yielded the prominent sectors 

of SDGs which can be approached and quantifable using RS and MCDM. A brief 
description of those goals is presented below. 

2.2.1.1 Goal 1 – No Poverty 

The defnition of extreme poverty is living on a purchasing power parity of less 
than US$2.15 per/day in 2017. However, the prevalence of this defnition signif-
cantly decreased over the past few decades until the COVID-19 pandemic struck, 
which reversed this favourable tendency. The percentage of people living in extreme 
poverty dropped from 10.8% in 2015 to 8.4% in 2019. However, during the period 
between 2015 and 2019, the average annual decline rate was only 0.54%, which is 
less than half of the 1.28% rate observed between 2000 and 2014 (United Nations 
(UN), 2023). Figure 2.1a indicates the countries with more than 50% population 
living below the national poverty line and Figure 2.1b indicates countries with more 
than 50% employed population below the international poverty line. The data sug-
gests that the majority of African countries are suffering from acute poverty, and 
employment alone can’t lift them out of the poverty line. In 2020, the number of 
people living in extreme poverty increased by 90 million to reach a total of 724 mil-
lion, reversing almost three years of progress in poverty reduction. 

2.2.1.2 Goal 2 – Zero Hunger 

The number of people worldwide suffering chronic hunger increased by 9.2% in 
2022, up from 7.9% in 2019. According to the hunger index, about 735 million 
people globally will be without adequate food in 2022, a shocking 122 million 
more than in 2019. Moreover, approximately a population of 2.4 billion or 29.6% 
of the global population suffered food insecurity ranging from moderate to severe 
level, which indicates they lacked regular access to suffcient food (United Nations 
(UN), 2023). While Africa has a greater proportion of its population suffering 
from hunger than other areas, Asia has the highest number of those suffering from 
hunger. More than 600 million people globally are expected to be malnourished by 
2030, emphasizing the enormous diffculty of attaining the zero-hunger objective. 
Figure 2.2a and b indicate the most undernourished countries in the world. India 
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FIGURE 2.2 (a) Countries with more than 5% undernourished population and (b) countries 

with more than 5% moderately or severely food insecure people. 

with 224.3 million undernourished population tops the database as the country 

struggles to feed more than 1.4 billion people. 

2.2.1.3 Goal 6 – Clean Water and Sanitation 

The proportion of the global population having adequate access to clean, safe 

drinking water rose from 49% to 57% between 2015 and 2022. Then, the pro-

portion of people with access to safe sanitation services rose from 49% to 57%, 

and those with basic hygiene services rose from 67% to 75%. Figures 2.3a and b 

indicate the present state of drinking water and domestic wastewater treatment 

in third-world countries. As of 2022, a population of 2.2 billion still does not 

have adequate access to safe drinking water, and around 703 million lack access 

to basic water services (United Nations (UN), 2023). Additionally, 1.5 billion 

people lack access to basic sanitation, and nearly 2 billion do not possess suff-
cient basic household handwashing facilities, with 653 million completely devoid 
of any facilities. 

2.2.1.4 Goal 7 – Affordable and Clean Energy 

From 87% in 2015 to 91% in 2021, more than 800 million more individuals will have 
access to power globally. In 2021, however, 675 million people who live in the least 

FIGURE 2.3 (a) Countries with < 50% of the population utilizing safe drinking water 
services (2007–2022) and 2.3(b) countries with < 50% safely treated domestic wastewater. 
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FIGURE 2.4 (a) Countries with < 50% population with access to electricity and (b) countries 

with < 50% population have access to clean energy resources. 

developed countries (LDCs) remained without access to electricity (Figure 2.4a). 

With the current trend, by 2030, 660 million people will still lack access to clean 

energy, especially in Africa (Figure 2.4b). 

2.2.1.5 Goal 11 – Sustainable Communities and Cities 

In November 2022, the world’s population was 8 billion; 55% of them resided in 

cities, and this fgure is anticipated to rise to 70% by 2050. The majority of urban 
growth is concentrated in small- and middle-sized municipalities, which exacerbates 
disparities and urban poverty. Although the proportion of the urban populace living 
in slums has slightly decreased from 25.4% in 2014 to 24.2% in 2020, the overall 
slum-dweller population has still increased owing to urbanization (United Nations 
(UN), 2023), as shown in Figure 2.5. The number of urban residents living in slums 
or conditions similar to slums is estimated to reach 1.1 billion by 2020. Furthermore, 

FIGURE 2.5 Countries with more than 50% urban population living in slums. 
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FIGURE 2.6 Countries with more than 1 million population affected by natural disasters. 

an additional population of 2 billion is projected to reside in similar settlements dur-

ing the next 30 years. 

2.2.1.6 Goal 13 – Climate Action 

According to the recent synthesis report of “The Intergovernmental Panel on 

Climate Change” (IPCC), it is an undeniable fact that human activities, such as the 

burning of fossil fuels, unsustainable land and energy use, and unsustainable pat-

terns of consumption and production, have caused the global temperature to increase 

by 1.1°C compared to pre-industrial levels (IPCC, 2021). Despite contributing the 

least to climate change, disadvantaged communities are disproportionately affected. 

During 2010–2020, human fatalities due to storms, fooding, and drought were 15 
times higher in extremely susceptible places (Figure 2.6). The majority of the world’s 
extremely vulnerable regions are located in Southeast Asia, with a population rang-
ing from 3.3 billion to 3.6 billion. Ecosystems have suffered greatly due to the det-
rimental impacts of climate change, which include food scarcity, infrastructure 
impairment, population displacement, and loss of human lives. 

2.2.1.7 Goal 14 – Life below Water 

Due to intensifed eutrophication, acidifcation, warming, and plastic waste, the 
ocean is in an emergency state. In addition, the worrying trend of overfshing con-
tinues, which is responsible for the loss of roughly one-third of the world’s fsh 
populations. Nutrient loading in coastal regions is a result of agricultural, aqua-
cultural, and wastewater management practices, which has led to extensive coastal 
eutrophication and algal blooms. These blooms have negative consequences, 
including oxygen depletion, marine life destruction, contaminated aquatic crea-
tures, and damage to coral reefs, and seagrass. Although there is an international 
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FIGURE 2.7 (a) Countries with more than 0.5% change in forested areas and (b) countries 

with less than 20% marine biodiversity area protected by law. 

law for protecting marine biodiversity areas, the success of implementation is very 

low across the globe (Figure 2.7b). 

2.2.1.8 Goal 15 – Life on Land 

Forests are critical in inhibiting climate change and providing essential goods, 

services, and livelihoods. However, net forest coverage decreased by approximately 

100 million hectares during the previous two decades (Figure 2.7a). Between 2000 

and 2020, global forest coverage decreased by 0.7% from 4.2 billion to 4.1 billion 

hectares. Agricultural expansion is directly responsible for about 90% of deforesta-

tion worldwide (with 49.5% and 38.5% due to agriculture and livestock grazing). 

Between 2000 and 2018, deforestation worldwide was caused by the harvesting of 

palm oil, accounting for approximately 7% of the overall deforestation. 

2.3 CONTRIBUTION OF MCDM TO 
BUILDING A RESILIENT SOCIETY 

MCDM could help develop solutions to local, regional, and global spatial issues. 

Coupled with RS, geographic information system (GIS), and newly developed 

Artifcial Intelligence (AI) techniques, the applicability of MCDM is tremendous. 
This section provides comprehensive information about the various applications of 
MCDM in different sectors of society. 

2.3.1 MCDM IN POVERTY ALLEVIATION 

Different countries have implemented multidimensional indicators of poverty to assess 
different aspects of poverty, including access to essential services, employment, edu-
cation, health, and the interdependence of various family objectives. Despite imple-
menting similar policies, there has been a signifcant lack of progress in reducing 
national multidimensional poverty. MCDS could turn out to be a signifcant apparatus 
in addressing the issue of poverty and identifcation of robust solutions. For instance, 
photovoltaic poverty alleviation is one of the ways to help the marginal population 
become economically stable. Tao et al. (2022) applied this method in Yunnan, China, 
by addressing four major aspects: economy, technology, society, and environment. 
MCDM is also useful for determining poverty type (Dou et al., 2022) and poverty 
indicator for a specifed region (Rubio et al., 2018). To solve the problem of assigning 
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unique values to specifc indicators, Ming et al. (2020) employed Pythagorean fuzzy 
sets (PFSs) instead of typical algorithms that only use a single indication valuation 
to shield potential values from positive and negative elements. The effcacy of RS 
and MCDM as poverty alleviation tools has been well-documented by various scien-
tists. Unfortunately, the number of publications on this subject remains quite limited, 
particularly for third-world and developing nations where these tools are of utmost 
importance. Noteworthy studies on the matter have been conducted by Ke et al. 
(2022), Budiman et al. (2018), Olajuyigbe et al. (2013), and Ariyani (2016). 

2.3.2 MCDM IN ACHIEVING ZERO HUNGER 

In particular, the goal of “Zero Hunger” symbolizes a long-overdue recognition that 
agricultural industrialization endangers critical ecosystem processes that support 
food supply (Rockström et al., 2009). The consequences include biodiversity loss, 
increased threat of pests, soil erosion, loss of organic matter in the soil, emissions 
of Greenhouse Gases (GHGs), eutrophication, and pollution of water bodies (Diaz 
and Rosenberg, 2008; Foley et al., 2011; Matson et al., 1997). Tiwari et al. (1999) 
created an MCDM framework that effectively incorporates criteria of sustainability 
and the perspectives of local communities to facilitate precise decision-making in 
environmental and economic domains. Apart from site suitability analysis (Saha 
et al., 2021), MCDM methods could be used in agriculture for supply chain risk 
management (Yazdani et al., 2021), water distribution problem (Garai and Garg, 
2022; Tork et al., 2021), management of irrigated agriculture (Chen et al., 2010), 
cost-beneft analysis (Lizot et al., 2021), etc. The advancement of RS technologies 
in the last three decades has made a profound impact on agriculture (Khanal et al., 
2020; Wójtowicz et al., 2016). MCDM is applied with RS for land suitability analysis 
in hilly areas (Zolekar and Bhagat, 2015), groundwater potential zone assessment 
(Jhariya et al., 2016), drought vulnerability assessments (Sivakumar et al., 2021), etc. 

2.3.3 MCDM IN PROVIDING CLEAN WATER AND SANITATION 

Sewage treatment plants (STPs) around the world that employ obsolete methods are 
currently confronting new challenges due to rising concerns regarding sustainability, 
resource intensity, ecological footprint, secondary emissions, and life-cycle repercus-
sions (Wang et al., 2012). Decision-makers have to evaluate sewage treatment systems 
based on reliability, affordability, sustainability, and functionality. Recent advances in 
MCDM approaches have aided in this robust evaluation by integrating the “Preference 
Ranking Organization Approach for Enrichment of Evaluations” (PROMETHEE) 
approach under the MCDM approach (Munasinghe-Arachchige et al., 2020). The 
MCDM approach has been extensively utilized in various domains such as urban waste-
water management (Attri et al., 2022; Ćetković et al., 2023; Liu et al., 2020); assessing 
the long-term reliability of sewerage piping systems (de la Fuente et al., 2016); evaluat-
ing alternative water supplies (Savun-Hekimoğlu et al., 2021); developing sustainable 
sanitation (Lohman et al., 2023), and other similar applications. Additionally, MCDM 
is used nowadays for resource recovery from urban wastewater (Sucu et al., 2021), 
developing water quality indices (Akhtar et al., 2021), and emergency water provision 
after a natural disaster (Malekmohammadi et al., 2013). 
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2.3.4 MCDM IN THE ENERGY SECTOR 

The energy system is critical to a country’s economic and social growth as well as 

its inhabitants’ living standards (Soytas and Sari, 2006; Yuan et al., 2008). The ris-

ing energy demand for fossil fuels has far-reaching global implications. Discharging 

toxic chemical contaminants, GHGs such as CO2, and other airborne contaminants 

is a signifcant environmental concern (Bilgen et al., 2008; Omer, 2008). The use of 
MCDM in sustainable energy decision-making simply offers a way to get around 
the problem, and it has caught the interest of decision-makers. It is an approach 
based on operational assessments and decision-making for addressing complex 
issues comprising elevated levels of uncertainty, competing goals, disparate types 
of information, multiple stakes, and viewpoints. It also considers biophysical and 
social-economic structures’ multifaceted and dynamic nature (Wang et al., 2009). 
In the modern day, MCDM is used for analysing energy supply in rural livelihoods 
(Cherni et al., 2007), sustainable energy planning and development (Pohekar and 
Ramachandran, 2004; Siksnelyte et al., 2018), site selection for renewable energy 
development (Shao et al., 2020), and managing problems (Mardani et al., 2017). 
MCDM has been proven to help identify optimal zones for wind energy harvesting 
by employing RS (Jangid et al., 2016) and mounting solar panels (Gašparović and 
Gašparović, 2019; Georgiou and Skarlatos, 2016). 

2.3.5 MCDM APPLICATIONS FOR SUSTAINABLE CITIES AND COMMUNITIES 

Urban sustainability may be seen as the planning of present and future urban proj-
ects in a way that is resource-effcient and environmentally friendly (Ali-Toudert 
et al., 2020). Thus, the goal is to advance economic prosperity and human well-being 
to mitigate and adapt to the adverse consequences of climate change. Ali-Toudert 
et al. (2020) devised a framework based on multi-criteria urban sustainability termed 
CAMSUD (Comprehensive Assessment Method for Sustainable Urban Development), 
which addresses three pillars of sustainability: society, economy, and ecology. The 
implementation of a “Clean Development Mechanism” (CDM) approach is essential 
for accelerating socio-economic growth and development. Numerous organizations, 
including the IPCC, UNFCCC (“United Nations Framework Convention on Climate 
Change”), and UNEP (“United Nations Environment Programme”), are aiming to 
minimize GHG emissions by implementing low-carbon and resource-intensive poli-
cies to attain sustainability. Ali et al. (2019) applied the MCDM and Bilan Carbone 
model to evaluate cost-beneft analysis from direct carbon emission reduction. RS and 
GIS can be used to address a variety of urban issues, such as solid waste management 
(Feyzi et al., 2019; Phonphoton and Pharino, 2019), landslide assessment (Akgun, 
2012; Kavzoglu et al., 2014), food vulnerability mapping (de Brito and Evers, 2016; 
Khosravi et al., 2019), healthcare assessment (Moreno-Calderón et al., 2020), mineral 
extraction and processing (Sitorus et al., 2019), construction, and civil engineering. 

2.3.6 MCDM IN CLIMATE CHANGE 

Risk management for environmental initiatives requires addressing scientifc dis-
coveries with diversifed inputs from multiple stakeholders with varying goals and 



 

     

 

 

 

 

 

 

 

 

 

    

 

 

 

 

 

28 AI, GIS, and MCDM for Improving Sustainable Development 

priorities. In these circumstances, methodical decision-analytic approaches are the 

most successful means to address complicated behavioural and technical diffculties 
(McDaniels, 1999). Risk managers make decisions based on four major sources of 
information: (1) risk analysis results, (2) stakeholder preferences, (3) cost analysis, and 
(4) modelling and monitoring investigations. 

So far, MCDM has been used for climate-related vulnerability analysis (Kim and 
Chung, 2013), evaluating heat stress (El-Zein and Tonmoy, 2015), water resource 
management (Miller and Belton, 2014), developing new policies (Greening and 
Bernow, 2004), etc. However, the ultimate use of MCDM could be observed in pol-
icy recommendations and formulations. 

2.3.7 MCDM IN THE OCEAN AND ENVIRONMENTAL MANAGEMENT 

Environmental management approaches have changed a lot in the past three decades. 
Signifcant pollution issues were traditionally controlled by legislation, standards, and 
the assignment of control mechanisms in the 1970s and 1980s (Khalili and Duecker, 
2013). More proactive environmental management plans have been developed since 
the early 1990s due to the inclusion of socio-economic elements and the need for many 
stakeholders’ involvement in long-term environmental conservation strategies. These 
projects aimed to guarantee the sustainability of the economy and environment and 
the development of the market-based, voluntary initiatives presently gaining traction. 

In the last two decades, we have witnessed several applications of MCDM in ocean-
ographic sectors, like potential fshing zone identifcation (Kavadas et al., 2015), inte-
grated coastal zone management (Garmendia et al., 2010), creating marine protected 
areas (Habtemariam and Fang, 2016), identifcation of seaweed farming potential zones 
(Teniwut et al., 2019), and site selection for coral reef regeneration (Mousavi et al., 
2015). Apart from that, MCDM is being used to evaluate ecological potential (Ghafari 
et al., 2020), ecological risk assessment (Chunye and Delu, 2017; Malekmohammadi 
and Blouchi, 2014), ecosystem service valuation (Saarikoski et al., 2016), natural 
resource management (Herath and Prato, 2017; Mendoza and Martins, 2006), etc. 

2.4 DISCUSSION 

As mentioned above, MCDM constitutes one of the most dependable decision-
making methods since it considers several qualitative and quantitative aspects that 
must be changed to reach the maximum benefcial outcome. Over the years, several 
researchers have created or enhanced several distinct MCDM techniques and types. 
These approaches differ primarily in how sophisticated their algorithms are, how 
they weight criteria, and how they represent preferences evaluation criteria. There are 
several approaches to MCDM available in the published literature. These approaches 
include the “Analytic Hierarchy Process” (AHP), “Analytic Network Process” 
(ANP), “Sum Weighted Approach” (SW), “Multi-Attribute Value Function Theory” 
(MAVT), “Multi-Attribute Utility Function Theory” (MAUT), “Elimination and 
Choice Expressing Reality” (ELECTRE), and “Technique for Order of Preference 
by Similarity to Ideal Solution” (TOPSIS). Compromised solutions must be sought 
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since, in the majority of multi-criteria issues, there isn’t an ideal solution that can 

fulfl all the criteria at once (Awasthi et al., 2011). 
The aforementioned MCDA approaches and technologies could assist in mak-

ing environmental choices within traditional management frameworks, but their full 
potential becomes apparent when combined with adaptable management. In con-
ventional approaches, the most suitable management strategy is selected, and once 
implemented, its effcacy may not be routinely evaluated. However, the approach is 
bound to be evaluated at a certain point, and if it has been unsuccessful, an alterna-
tive approach will likely be implemented. Under this paradigm, any modifcation to 
the management method or admission of ambiguity regarding the managed system 
is liable to be considered a failure, and the goals or objectives that are set themselves 
need to be reassessed on regular intervals and bases (Linkov et al., 2006). 

Adaptive management recognizes natural systems, which are inherently uncer-
tain, and aims to minimize this uncertainty by gathering data on the governed sys-
tems. There are mainly two types of adaptive management: active and passive. Both 
forms involve setting goals, modelling the system, and selecting and applying man-
agement strategy. Incorporating local indigenous knowledge into adaptive manage-
ment for disaster risk reduction is crucial, and MCDM provides an effective platform 
to achieve this. Disaster preparedness, mitigation, and adaptation can be seamlessly 
integrated into a viable strategy with the help of MCDM. Although most of the 
countries have implemented MCDM in disaster management, there is still a lack of 
awareness and policies in line with the Sendai Framework (Figure 2.8). In this con-
text, it’s important to bring up the case study by Kiker et al. (2001), which underlined 
that adaptive management had been employed as a technique because the present 

FIGURE 2.8 Countries with score of <0.5 out of 1 in enacting national disaster risk reduc-
tion approaches in accordance with the Sendai Framework. 
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understanding was insuffcient for ecological restoration. Later on, McDaniels and 
Gregory (2004) also suggested that managerial decision-making should include 
learning as a goal. The involvement of stakeholders is crucial to adaptive manage-
ment. All stakeholders involved in the process, including the general public, busi-
nesses, academics, and governmental organizations, must feel represented and get 
information. Several case studies have highlighted the signifcance of stakeholder 
engagement in adaptive management (Gilmour et al., 1999; Gunderson, 1999). 

2.5 IMPLICATIONS OF CURRENT RESEARCH 

It is perceived by many scientists that MCDA in conjunction with adaptive man-
agement will offer a strong foundation for a variety of environmental management 
issues in the future. It will enable the making of organized, precise decisions as 
well as the modifcation of such decisions in response to their outcomes. In the 
future, there will be a need for a comprehensive framework to guide environmental 
decision-making. The frst crucial element of decision-making is to have the right 
mix of people. Decision-makers, scientists, engineers, and stakeholders are the three 
key groups or divisions of people whose activity and participation levels are essential. 
Although the membership and responsibilities of these three categories may vary or 
overlap, their functions are essential to maximizing the importance of human input 
within the decision-making system. Each group has its unique perspective on the 
world, approach to problem-solving, and sense of social responsibility. The majority 
of the time spent by policy- and decision-makers is in identifying the context of the 
problem and the decision’s overall restrictions. They could also be in charge of mak-
ing the ultimate choice and carrying out the ensuing policy. Stakeholders can assist in 
defning the issue, but their primary contributions come in the form of performance 
standards and value assessments that balance different success criteria. Depending 
on the issue and the regulatory framework, stakeholders may have some role in rat-
ing and choosing the ultimate alternative. The role of scientists and engineers in 
determining successful options is crucial. They provide precise measurements and 
estimates of the necessary criteria, leaving no room for error. This framework can 
solve complex decision-making in the future, either by direct implementation or by 
iterating through each phase of the problem. 

2.6 CONCLUSION 

This study provides a thorough overview of MCDM and RS-based investigations 
on sustainable development. Sustainable operations necessitate methods and frame-
works that support organizational functions while achieving various objectives, 
including maximizing stakeholder equity and fnancial effciency while removing 
or minimizing potentially detrimental environmental externalities. The recently 
established “Sustainable Environmental Management System” (SEMS) can fulfl 
such commitments, even though accomplishing this objective is extremely diffcult. 
Supporting long-term activities and the interconnections between enterprise, pro-
duction, and planning is used to develop SEMS frameworks. Additionally, it meets 
the growing need for decision-making guidelines specifc to the long-term reduction 
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of environmental contaminants. In order to leverage ELECTRE III for effective 

decision-making, it is necessary to establish key performance benchmarks and met-

rics as input variables. To facilitate this, we have devised a comprehensive frame-

work that fosters the cultivation of fnancial, ecological, and social standards that 
align with the organization’s objectives and meet the expectations of both internal 
and external stakeholders. 
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3.1 INTRODUCTION 

Intensifcation of natural hazards and enhanced impacts of climate change affects 
many metropolitan societies, especially in the Asia Pacifc region which have 
emphasized resilience promotion for sustainable development. Hong Kong is a 
highly populated developing city located as a special administrative region (SAR) 
on the southeastern coast of China. Hong Kong is susceptible to compound foods 
(Lai et al., 2023) from heavy precipitation and extreme sea levels caused by tropi-
cal cyclones (TCs). The total yearly precipitation record in Hong Kong is 2400 mm, 
with 4–5 extreme precipitation days with over 100 mm a day every year. Hong Kong 
expands up to 1110.18 km2, with more than half of them being hilly areas. Much of 
the urbanized land is in low-lying food-prone areas, making Hong Kong highly vul-
nerable to fooding and other hydrological hazards, resulting in substantial economic 
losses and fatalities due to TC-associated foods. As reported by HKO, the mean 
sea level in Victoria Harbour increased by 31 mm/decade in the last 20 years. These 
changes extensively exacerbate foods of all types (e.g., fash, pluvial, and coastal 
foods), challenging Hong Kong food risk management profoundly. 

Geographic Information Systems (GIS) has been one of the primarily preferred 
tools in assisting and monitoring sustainable development goals (SDGs) (Avtar et al., 
n.d.). Many geospatial approaches have been implemented in multiple development 
schemas of regional, national, and multi-national scales due to their mapping, eff-
cient data management, regional planning, visualization, policy planning, improved 
management, and resource allocations. The comprehension of socio-economic clus-
ters in a spatial approach using GIS has helped national and local stakeholders to 
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plan and implement the policies to reach SDGs. GIS play a crucial role in achieving 

SDG 11: sustainable cities and communities. The integration of geospatial informa-

tion such as land use, land cover, statistical data, and administrative and population 

density can be a foundation approach, to comprehend the industrial or socio-economic 

facilities required to be monitored, in achieving SDG 11. It is also common that 

many urban planners and local stakeholders use GIS to analyze and identify how the 

cities have been, are, and will be in the future by setting milestones or schemas under 

different scenarios to help keep the cities and communities sustainable. 

GIS have been employed in the climate action plans in the multiple scales for 

SDG 13: climate action. GIS and Remote Sensing technology are a few of the pri-

mary technical supports to monitor the current climatic systems of the region. Over 

the years, the collection of climate data has been helpful in not only the present cli-

mate scenarios but also the likelihood of future scenarios being impacted by climate 

change with different carbon emissions for planning and management in advance. 

Understanding the multiple dimensions of the climate landscapes, major stakehold-

ers can come together to plan, promote, fnance, and implement necessary action 
plans as a mitigation measure. 

Due to the complexity of the global challenges, SDGs have been set and are being 
approached in a multi-dimensional multi-disciplinary manner. Therefore, Multiple 
Criteria Decision-Making (MCDM) has become very popular in recent years. Within 
the 2030 Agenda framework, there were 143 published scientifc articles between 
2016 and 2020 in which MCDM was employed to understand the SDGs due to their 
fexibility for stakeholders to make decisions, considering all the criteria of differ-
ent levels of importance for different scales of the issues. Addressing the SDG 7: 
affordable and clean energy, hybrid MCDM, and fuzzy MCDM approaches were the 
most commonly applied, followed by Analytical Hierarchy Process (AHP) and fuzzy 
AHP, based on the fve decision problems: source selection, location, sustainabil-
ity, project performance, and technological performance. The popularity of AHP in 
supporting decision-making for sustainable development has increased among other 
MCDM approaches in recent years when categorized as follows: preference model-
ing, uncertainty approaches, sensitivity analysis, long-term assessment, and stake-
holder involvement. Multiple Criteria Decision-Making within the 2030 Agenda 
Framework has been implemented the most at the national level, followed by local 
and regional levels. Addressing SDG 7, SDG 9, and SDG 11, goal programming (GP) 
was used for resource mobilization, decentralized electricity generation, and new 
transport modes for the United Arab Emirates (UAE). Regarding SDG 11 and SDG 
13, fuzzy TOPSIS was employed for sustainable transportation systems in India. 
AHP was implemented for SDG 4, SDG 5, and SDG 17 in Europe for the aspects 
of governance, civic engagement, gender equality, and more. There were cases of 
single MCDM, combinations of MCDM and non-MCDM methods, and integration 
of MCDM methods in approaching the SDGs of different scales. 

3.2 STUDY AREA 

The study area, Hong Kong Island, is the southern part and at the geographic coordi-
nates of 22.2988°–22.2070° north latitude and 114.1732° and 114.1631° east longitude, 
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of the Hong Kong Synthetic Aperture Radar (SAR) in China. It is located to the 

south of the Kowloon Peninsula and is separated from it by Victoria Harbour, bor-

dering with Guangdong Province of Mainland China. The study area covers an area 

of 78.64 km2 with four major districts: Central and Western, Wan Chai, Eastern, 

and Southern. The topography of Hong Kong Island is defned by hills in the central 
and coastal areas along the shore. Hong Kong Island is populated mostly along the 
coastal areas, especially in the northern, western, and southern parts of the island. 
The majority of the settlement is in the low-lying food-prone areas, making Hong 
Kong challenging for sustainable development. Hong Kong is susceptible to com-
pound foods from heavy precipitation and extreme sea levels caused by TCs. May, 
June, July, August, and September have monthly rainfall levels exceeding 300 mm; 
about 80% of the yearly rainfall occurs in a fve-month period. HKO monthly mean 
precipitation data from 1981 to 2010 indicates that June is the rainiest month in terms 
of both total and duration of rainfall. It is reported by the Hong Kong Observatory 
Headquarters that Hong Kong recently received record-breaking rainfall per hour on 
September 7, 2023, with 158.1 mm, followed by 145.5 mm, 115.1 mm, 109.9 mm, and 
108.2 mm on June 7, 2008, July 16, 2006, May 8, 1992, and June 12, 1966, respec-
tively. The intensifcation was in effect for more than seven hours, indicating Hong 
Kong is susceptible to fooding (Figure 3.1). 

FIGURE 3.1 Location map of Hong Kong Island, Hong Kong SAR, China. 
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3.3 CLIMATE HAZARDS IN HONG KONG 

3.3.1 TYPHOONS 

Hong Kong’s typhoon season spans from May to November, peaking during the sum-

mer months of June, July, and August. Hong Kong has engaged with 13 natural haz-

ards in the past 20 years (2002–2022) according to the Emergency Events Database 

(EM-DAT) in which 12 of them are TCs: Dujuan, Imbudo, Typhoon “Hagupit” 

(Nina), Tropical Storm “Kammuri” (Julian), Tropical Storm “Nuri” (Karen), Typhoon 

“Koppu”, Typhoon Chanthu, Typhoon “Hato”, Tropical Storm “Pakhar”/“Jolina”, 

Typhoon Mangkhut (Ompong), TC “Lionrock” (Lannie), and TC “Kompasu” 

(Maring). The typhoons are also one of the many triggering factors for foods and 
landslides. The highest water level recorded by tide gauges is 1.77 m according to 
the HKO’s database on storm surge records between 1945 and 2015. The devastation 
caused by Typhoon Mangkhut in 2018 highlighted the destructive impact of com-
pound foods. The combination of heavy precipitation and extreme sea levels during 
the typhoon resulted in over 400 injuries and extensive economic losses. 

3.3.2 SEA LEVEL RISE 

The major impacts of sea level rise (SLR) to Hong Kong Island would be a possible 
increase in frequency and scale of sea fooding from storm surges brought about by 
TCs (Lee et al., 2010). Hong Kong Island, where the majority of the region is low-
lying areas, is prone to sea level rise as it was predicted that climate change may raise 
sea level by as much as 1 meter globally toward the end of the century and increase 
the threats of storm surges (Figure 3.2). 

FIGURE 3.2 Sea level rise projection of Hong Kong. (Source: Environment Bureau, 2017) 
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3.3.3 CLIMATE CHANGE IMPACTS 

According to the Hong Kong Climate Change Report, climate change will lead to 

warmer days and warmer nights, fewer rainy days with increased average rainfall 

intensity, more extreme rainfall events, more extreme wet years with risk of extreme 

dry years, and increased potential of storm surges associated with TCs. Mean sea 

level in Victoria Harbour (Johnson et al., 2016) has been increasing at a rate of 

30 mm in a ten-year period from 1954 to 2014. Hong Kong is projected to rise by 

62 to 70–73 to 91 cm by 2100, depending on the climate change setting, relative to 

the 1986–2005 average sea level. 

3.4 METHODOLOGICAL OUTLINES FOR 
HAZARD AND RESILIENCE STUDY 

Multiple methods have been employed in studying hazards to improve regional resil-

ience in the disaster risk management context. According to Bera et al. (2022), AHP, 

Shannon’s Entropy (SE), and Support Vector Machine (SVM) are used to identify 

the food susceptibility in coastal districts of India. Likewise, the AHP is used as a 
multi-criteria analysis of how parameters like elevation, drainage density, slope, and 
land use/cover contribute to the fooding hazards in the Sekondi-Takoradi Metropolis 
(STM) (Danso et al., 2024). SE is one measure of information measure using prob-
ability theory. It is employed to study how different or diverse each element is in the 
assessment matrix. The entropy values are then calculated to represent the degree of 
uncertainty in the attributes to comprehend the food susceptibility index using the 
weighted sum approach. 

Understanding the food hazard context in the Eastern Hindukush region of 
Pakistan (Hussain et al., 2023), two machine learning models: SVM and Random 
Forest (RF) and AHP are used. SVM is a supervised machine learning approach, 
based on the principles of statistical learning theory. It is practiced to transform non-
linear (LN) data into two distinct classes, using kernel functions such as LN, Radial 
Basis Function (RBF), Sigmoid (SIG), and Polynomial (PL). The RBF kernel is one 
of the more practiced functions due to its less data-intensive approach. SVM is also 
being used in understanding the risk of natural hazards for SDGs. 

The methodology carried out in this study is based on the comprehensive multi-
hazard risk assessment in the GIS environment with the integration of multiple crite-
ria decision analysis, AHP. This approach enables the consideration and weighting of 
various infuencing factors to generate a robust risk assessment for building resilience. 
Four major elements are considered: hazard, exposure, sensitivity, and capacity. 

3.4.1 HAZARD INDICATORS 

Hazards refer to the natural occurrence of incidents, triggered by the earth climate 
systems. In this study, hazard indicators are derived from the historical hazard 
records in Hong Kong Island in the last 20 years. TC tracks and sea level rise are 
both very common and crucial phenomena to derive the hazard index for risk quan-
tifcation in the multi-hazard risk assessment calculation (Figure 3.3). 
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FIGURE 3.3 Hazard indicator map of Hong Kong Island. 

3.4.2 EXPOSURE INDICATORS 

Exposure refers to the extent to which an area is in contact with a perturbation. 

The exposure component comprises the demographic density and topographic land-

scapes. The overall population density of Hong Kong Island is considered as the 

majority of the settlements are concentrated on the low-lying food-prone areas of 
the island. Topographic landscape can infuence the likelihood of impacts on the 
assets and population from disasters. The understanding of physical exposure plays 
a major role in integrated hazard risk assessment (Figure 3.4). 

3.4.3 SENSITIVITY INDICATORS 

Sensitivity refers to the degree of vulnerability from incidents. Population under the 
age of 15 and those over 65 (Sun et al., 2017) are considered highly sensitive due 
to their high dependency and need for assistance from others during and after the 
disasters. Moreover, the proximity to the shoreline is another important sensitivity 
indicator in this study due to the high frequency and intensifcation of TCs and other 
coastal hazards. Besides, road network density is regarded as a sensitivity indicator 
due to its importance for emergency response and evacuation modes of transporta-
tion amid the disaster. Land use is also considered a sensitivity indicator as different 
categories of land use can be affected on a different scale from natural hazards. 
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FIGURE 3.4 Exposure indicator map of Hong Kong Island. 

Recognizing the sensitivity components is crucial to building resilience for sustain-

able developments through indicator development (Figures 3.5 and 3.6). 

3.4.4 CAPACITY INDICATORS 

Capacity indicators are crucial elements in quantifying the ability of a community, 

region, or system to absorb, resist, or recover from natural hazards. Median monthly 

income as an economic stability is considered as a primary capacity indicator. The 

fnancial ability of an individual household to respond to natural hazards plays an 
important role for post-disaster reconstruction actions. Moreover, secondary educa-
tion as education attainment is also a critical capacity component. Educated indi-
viduals have the capacity to engage in disaster-related information to be involved 
in both proactive disaster preparedness activities and reactive disaster response and 
recovery actions. Capacity indicators, shown in Figure 3.7 are the contributing fac-
tors in minimizing the vulnerability and promoting community resilience. 

3.4.5 MULTI-CRITERIA ANALYSIS: ANALYTICAL HIERARCHY PROCESS (AHP) 

AHP is an effective pairwise comparison matrix in transforming attributes of the 
expert rankings into numerical values for quantifcation of the factors of importance 
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FIGURE 3.5 Sensitivity indicator map of Hong Kong Island. 

FIGURE 3.6 Overall sensitivity indicator of Hong Kong Island. 
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FIGURE 3.7 Capacity indicator map of Hong Kong Island. 

(Table 3.1), infuencing the hazard incidents in the study area. The weights were 
attained by the principal eigenvector of a square reciprocal 9 × 9 matrices of pair-
wise comparison of components (Bera et al., 2022). The consistency ratio (CR) was 
calculated to check the consistency of the determined weights using the following 
method. 

CI
CR  = .

RI 
CR stands for the Consistency Ratio, derived from the calculation of CI 

(Consistency Index) and RI (Random Inconsistency Index) in the pairwise matrix. 
CR can be calculated based on the calculation below. 

γ max-n 
CI = , 

n − 1 
where γ max refers to the maximum eigenvalue of the judgment matrix and n is the 
total number of elements. The CR being 0.0925 confrmed the high consistency of 
the rating used in the study. Following the weightage calculation, a multi-hazard risk 
assessment map is generated, using the weighted sum approach in the Geographic 
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TABLE 3.1 

Fundamental Scale for Pairwise Comparison in AHP 

The Scale of Relative Importance Level of Importance 

1 Equal 

3 Moderate 

5 Strong 

7 Very strong 

9 Extreme 

2, 4, 6, 8 Intermediate 

Source: Danso et al. (2024). 

Information System based on Figure 3.8. where each element is multiplied by its 

factors’ weight, resulting from the pairwise comparison calculation of Table 3.2 by 

the following formula (Bollin et al., n.d.): 

MHRA= (H E+ + S ) − C. 

Figure 3.9 indicates the overall elements of hazards, exposure, sensitivity, and 

capacity of the multi-hazard assessment, highlighting a broad overview of spatial 

distribution of risks imposing on the Hong Kong Island, Hong Kong. 

FIGURE 3.8 Methodology. 
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TABLE 3.2 

Pairwise Comparison Consistency Ratio 

CT SLR PD Elev Pop Prox LU RD MMI SE Sum Row Lamda Factor Lamda Individual Consistency Index Consistency Ratio 

CT 1 3 3 4 4 5 6 7 8 8 2.941 34.33313 11.67289 0.137936 0.092574 

SLR 1/3 1 2 3 4 4 5 6 7 7 1.947 23.74575 12.19295 

PD 1/3 1/3 1 3 4 4 5 6 7 8 1.697 20.91023 12.32044 

Elev 1/4 1/3 1/3 1 2 3 4 4 5 6 1.049 12.68446 12.09562 

Pop 1/4 1/4 1/4 1/3 1 2 5 6 7 7 1.004 11.63741 11.59249 

Prox 1/5 1/7 1/7 1/4 1/2 1 3 6 7 8 0.812 9.028292 11.11583 

LU 1/6 1/5 1/5 1/4 1/5 1/3 1 2 3 4 0.415 4.432113 10.67933 

RD 1/7 1/6 1/6 1/6 1/4 1/6 1/6 1 4 5 0.371 3.738515 10.07548 

MMI 1/8 1/7 1/7 1/5 1/7 1/7 1/3 1/4 1 3 0.227 2.296014 10.09801 

SE 1/8 1/7 1/8 1/6 1/7 1/8 1/4 1/5 1/3 1 0.160 1.691506 10.57118 

Notes: CT = Cyclone Track, SLR = Sea Level Rise, PD = Population Density, Elev= Elevation, Pop = Population under 15 and above 65, Prox= Proximity to Shoreline,

LU= Land use, RD = Road Density, MMI = Median Monthly Income, SE = Secondary Education 
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FIGURE 3.9 All indicators for the multi-hazard risk assessment. 

3.5 RESULT AND DISCUSSION 

The multi-hazard risk assessment of Hong Kong Island is employed using the ele-

ments in Table 3.3. The hazard profle of Hong Kong indicates that the western and 
southern sides of the island are relatively higher to be affected by natural hazards: 
TCs and SLR based on the historical hazard records. The economic losses and the 
lives affected by TCs exceed the losses and lives affected by the SLR. The cyclone 
tracks recorded in the historical data imply that the Central and Western Districts 
and the Southern Districts have been affected by TCs multiple times in recent years. 

In terms of exposure, Hong Kong Island population density is the highest in the 
low-lying areas especially in the Central and Western Districts, along the shoreline 
areas. Moreover, the road connectivity of Hong Kong Island is highly concentrated 
in the Central and Western District, compared to the other districts. Therefore, the 
majority of the socio-economic infrastructures and the most vulnerable age groups 
of people are exposed to natural hazards while only very few in the central moun-
tainous topography are less exposed. The capacity indicators imply that the Eastern 
District is relatively higher than the other districts in terms of both fnancial stability 
and educational attainment. 

The overall multi-hazard risk index indicates that socio-economic activities in the 
Eastern District are ranked at very high risk from multiple hazards with an estimated 
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TABLE 3.3 

Multi-Hazard Risk Assessment Indicator Matrix 

Risk Assessment 

1. Hazard Indicators 34% 

Indicator Name Description Data Source Weights (%) 

1.1 Cyclone tracks Cyclone tracks going across Secondary data 65 

Hong Kong Island 

1.2 Sea level rise Potentially inundated areas when Extracted from 35 

sea level rises by 1 m elevation 

2. Exposure 33% 

Indicator Name Description Data Source Weights (%) 

2.1 Population density Overall population density of WorldPop (2020) 60 

Hong Kong Island 

2.2 Elevation Elevation of the Hong Kong SRTM 40 

Island 

3. Sensitivity 33% 

Indicator Name Description Data Source Weights (%) 

3.1 Population<15 and Vulnerable age group less than WorldPop (2020) 20 

population<65 15 and older than 65 

3.2 Proximity Proximity from the shoreline Extracted from 20 

boundary 

3.3 Road density The connectivity in between the Open Street Map 30 

communities of Hong Kong 

3.4 Land use Land use planning of Hong Kong ESRI (2024) 30 

4. Capacity 

Indicator Name Description Data Source Weights (%) 

4.1 Median monthly The fnancial capacity of coping Secondary data 50 
income with the disaster 

4.2 Secondary The intellectual capacity to cope Secondary data 50 
education with the disaster 

Overall Risk Assessment (Hazard + Exposure + Sensitivity) − Capacity 100% 

cumulative area of 92.67 km2 followed by Southern District (8.796 km2), Central and 
Western District (5.837 km2), and Wan Chai District (4.589 km2), as visible in the 
Figure 3.10 and tabulated in Table 3.4. The previous multi-hazard assessment study 
on the Central and Western District also agrees that the risk index is not very high. 
Southern District is categorized as the only district with an estimated area of 0.039 km2 

at a “very high” risk, indicating the robust resilience of Hong Kong Island to natural 
hazards. 

Multi-hazard risk assessment is a comprehensive evaluation of the potentially 
imposing risks of intensifying hazards especially hydro-meteorological ones in the 
case of Hong Kong Island, Hong Kong. Through a comprehensive identifcation of the 
importance of four components: hazards, exposure, sensitivity, and capacity, exten-
sive risk reduction action plans and resilience-building strategies can be formulated 
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FIGURE 3.10 Multi-hazard risk assessment map of Hong Kong Island. 

as a means of promoting SDGs. Understanding the spatial contexts of potential risks, 

loss, and damage potential from natural hazards can be reduced through resilience 

planning and resource allocation. Moreover, major stakeholders and decision-makers 

can articulate the level of severity and probability of more common hazards in the 

region and prioritize the development of both required structured mitigation or adap-

tational measures, such as sea walls, nature-based solutions: mangrove forests, and 

unstructured disaster evacuation trainings and practices. Detailed multi-hazard risk 

assessment products such as maps can also be one of the preliminary disaster educa-

tional visualizing aids to promote a proactive approach and awareness and formulate 

community-based disaster risk reduction programs. 

TABLE 3.4 

Multi-Hazard Risk Index Area in sq. km2 

District Name 

Central and Western 

Wan Chai 

Eastern 

Very Low 

0.018 

0 

0.078 

Low 

5.425 

4.518 

62.3 

Medium 

0.394 

0.071 

14.419 

High 

0 

0 

15.869 

Very High 

0 

0 

0 

Percentage (%) 

5 

4 

83 

Southern 0.012 8.177 0.515 0.0529 0.0392 8 
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Building socio-economic resilience using Geographic Information Systems in 

multi-hazard risk assessment can furthermore prevent the communities from poverty-

disaster nexus, which in turn keeps SDG 1: no poverty on track. Moreover, resil-

ience building through building structure modifcation, for sustainability purposes, 
promotes SDG 9: industry, innovation, and infrastructure, and SDG 11: sustainable 
cities and communities. Additionally, the knowledge products of underlying risks 
from multi-hazard risk assessment are crucial in the creation of adaptive sustainable 
development policies and practices with a conclusive foundation of local hazard pro-
fles and drastically evolving risk landscapes. 
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4.1 INTRODUCTION 

The Sigatoka food hazard map was created and formulated through inter-govern-

mental sector collaborative approach. The Ministry of Forestry collected the digital 

elevation model (DEM) through LiDar drone survey. They processed the data and 

handed over the pre-processed data for further analysis. Figure 4.1 illustrates the loca-

tion of Sigatoka Town on Vitilevu Island. It covers 202.24 hectares of land mass with 

the growing urban population. There were no food hazard assessment or demarcation 

has been done in Sigatoka Town which is a motivation for this research to provide a 

platform for future research. There were three research questions being asked to guide 

this research which were (i) what are the category of risks within the town boundary, 

(ii) how can geomatic assists in demarcating vulnerable zones and (iii) why is a need 

for this urgent research. Therefore, the main hypothesis of the research is to demarcate 

the hazard zone for Sigatoka Town and determine the food zones accordingly. 

4.2 METHODOLOGY 

The methodology used for this analysis is known as the Analytical Hierarchical 

Process (AHP) using the multi-criteria analysis in the ArcGIS Pro and the excel 

sheet. This methodology has been used by Sekac et al. (2015) and Sekac et al. (2019) 

in Papua New Guinea and Varo et al. (2019, 2019b) in Fiji Islands. According to 

Shackleton (1936) revealed that the geology of Fiji Islands is very complex and fragile 

as well since it sits on the ring of fre. The analysis focus on the nine  site-soil-geology 
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FIGURE 4.1 Locality map of Sigatoka Town. 

factors namely fow accumulation, river distance, elevation, land use, rainfall, slope, 

soil texture, soil drainage and geology. The formula shown below was used to derive 

the fnal food hazard zone map of Sigatoka. 

n 

FHI  = ∑(RI)/CI Formular, 

where FHI = Flood Hazard Index 

= sum ∑ 
n = factor 

RI = Random Index 

CI = Consistency Index 
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TABLE 4.1 

Data Source 

Data Source Year 

DEM, slope and fow accumulation Derived from drone – Ministry of Forestry 2024 

Rainfall Derived from Meteorological Department 2023 

Geology and land use Derived from Fiji Geological Map and Fiji Land use 2023 

Capability Classifcation System 

Soil class and soil drainage Derived from Fiji Land use Capability Classifcation 2023 

System 

River distance Derived from drone – Ministry of Forestry 2014 

4.3 DATA SOURCE 

Table 4.1 showed the data used for this particular analysis and the sources of each 

data. This verifes and validates the accuracy of assessment since all the data were 

collected from the responsible government agencies and pre-processed to suit the 

purpose of this research. 

4.4 RESULTS AND DISCUSSION 

The food hazard map as shown in Figure 4.2 revealed that Sigatoka Town center 

has a mixture of all the zones. Therefore, it reveals the tendency of fooding during 

FIGURE 4.2 Flood hazard map. 
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FIGURE 4.3 Percentage of zone. 

any torrential rainfall. The cadastral layer is overlaid onto this map to verify the lots 

present within which food hazard zones. 

The pie chart shown on Figure 4.3 shows the percentage coverage of each zone. 

Moderate and high zones percentage consist of 31% each while low zone consists of 

38% of the total area coverage of 202.24 hectare of land. 

Table 4.2 shown illustrated the percentage of area coverage for each zone. The 

Flood Hazard Index (FHI) illustrated the correlation coeffcient of each zone. The 

FHI 1.01–1.0 represents low zone, 2.01–3.0 represents moderate zone and 3.01–4.0 

represents high zone of fooding. 

Table 4.3 illustrated the factors taken into consideration for the site-soil-geology 

analysis. It also reveals the individual weight of each factor, the classes of each 

factor, the ratings for each factor, normalize rate, area in hectare and the area 

percentage. 

Figure 4.4a–4.4c illustrates the maps of each factor. The detailed area coverage, 

ranks and area percentage is detailed in Table 4.3, and Table 4.4 provides pair-wise 

comparison of the factor. 

TABLE 4.2 

Percentage of Zone 

FHI 

1.01–2.0 

2.01–3.0 

3.01–4.0 

Zone 

Low 

Moderate 

High 

Area (h) 

77.906 

62.016 

62.323 
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TABLE 4.3 

Factors Information 

Normalize Area Area 

Factor Weight Classes Ratings Rate (Hectare) (%) 

Flow accumulation 0.296 0–2.53 1 0.062 93.7 37.7 

2.53–3.16 2 0.098 77.3 31.1 

3.16–3.92 3 0.161 52.7 21.2 

3.92–4.91 4 0.262 20.0 8.0 

4.91–6.29 5 0.416 4.7 1.9 

River dist. network (m) 0.222 0–400 5 0.416 111.45 44.8 

400–800 4 0.262 78.06 31.4 

800–1200 3 0.161 47.85 19.2 

1200–1600 2 0.098 11.26 4.5 

1600–2000 1 0.062 0.00 0 

Elevation (m) 0.157 58.464–61.482 5 0.416 46.19 18.6 

61.483–67.089 4 0.262 61.02 24.5 

67.09–70.539 3 0.161 44.44 17.9 

70.54–83.478 2 0.098 54.04 21.7 

83.479–168.44 1 0.062 42.94 17.3 

Land use 0.11 Mixed forest 1 0.062 0 0 

Sparsely vegetated 2 0.098 0 0 

Agricultural 3 0.161 141.2 57.1 

Unimproved grassland 4 0.262 11.6 4.7 

Urban wetland 5 0.416 94.60 38.2 

Rainfall intensity (mm) 0.077 219.60–254.14 1 0.062 0 0 

254.14–278.32 2 0.098 248.64 100 

278.32–303.36 3 0.161 0 0 

303.36–350.86 4 0.262 0 0 

> 350.86 5 0.416 0 0 

Slope (degrees) 0.053 0–1.325 5 0.416 43.5 17.5 

1.326–3.977 4 0.262 54.1 21.8 

3.978–9.944 3 0.161 53.0 21.3 

9.945–21.213 2 0.099 48.8 19.7 

21.214–84.524 1 0.062 48.8 19.7 

Soil class 0.037 Sand 1 0.096 0 0 

Silt loam/loamy soil 2 0.161 0 0 

Sandy clay loam 3 0.277 248.33 100 

Peat 4 0.466 0 0 

Soil drainage 0.026 Well drain 1 0.096 0 0 

Imperfectly drain 2 0.161 0.00 0 

Poorly drain 3 0.277 247.46 100 

Water logged 4 0.466 0.00 0 

Geology 0.019 Alluvium 1 0.416 61.30 24.7 

Basic to intermediate volcanic 2 0.262 45.43 18.3 

Coarse grain sedimentary 3 0.161 0.015 0.0 

Mixed or undifferentiated 4 0.099 141.89 57.1 

sedimentary 

Viti limestone 5 0.062 0 0 
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FIGURE 4.4A, B, AND C Factors mapping. (Continued) 
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FIGURE 4.4A, B, AND C (Continued) 

TABLE 4.4 

Par-Wise Comparison 

Factors 

Focus 

Flow Dist. Drain Land 

Acc. Net Elevation Use 

Rainfall Soil Soil 

Intensity Slope Texture Drainage Geology 

Flow acc. 1.00 2.00 3.00 4.00 3.00 6.00 7.00 8.00 9.00 

Dist. drain net 0.50 1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00 

Elevation 0.33 0.50 1.00 2.00 3.00 4.00 5.00 6.00 7.00 

Land use 0.25 0.33 0.50 1.00 2.00 3.00 4.00 5.00 6.00 

Rainfall 0.20 0.25 0.33 0.50 1.00 2.00 3.00 4.00 5.00 

intensity 

Slope 0.17 0.20 0.25 0.33 0.50 1.00 2.00 3.00 4.00 

Soil texture 0.14 0.17 0.20 0.25 0.33 0.50 1.00 2.00 3.00 

Soil drainage 0.13 0.14 0.17 0.20 0.25 0.33 0.50 1.00 2.00 

Geology 0.11 0.13 0.14 0.17 0.20 0.25 0.33 0.50 1.00 

Sum 2.83 4.72 7.59 11.45 14.28 22.08 28.83 36.50 45.00 
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FIGURE 4.5 Validation map. 

4.5 VALIDATION OF RESULTS 

Figure 4.5 illustrated the validation points collected on the ground on Thursday the 

28 March 2024. There was a total of six points collected on the ground. Four points 

were on the high food zone while only two points were recorded on the low food 

zone. We also conduct a snap interview with community members regarding the 

location of the points and the risks of fooding. It was pleasing to notice that all of 

them corroborated with the validity of the points and its relationship top the risks of 

fooding during torrential rainfall. 

4.6 IMPLICATIONS FOR ACADEMICIANS AND 
IMPLICATIONS FOR PRACTITIONERS 

This research contributes signifcantly in academic and practitioners in terms of 

planning, budgeting, development and conservation of their land and future research. 

For academic, it provides a platform for future research and for practitioners to 

know where to build in the future to avoid socio-economic loses of their business 

and houses. This research also encourages the uses of artifcial intelligence in data 

collection such as drone and python programming of large data sets for detailed 

analysis. Artifcial intelligence has been used data collection, storing data and also 

analyzing the data to produce the desirable results presented in this research. 
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4.7 CONCLUSION AND RECOMMENDATION 

AHP is a scientifc methodology employed to determine the correlation coeffcient 

and index of site-soil-geology factors. This was applied to the food hazard assess-

ment and the consistency ratio was well below the allowable inconsistencies and 

is acceptable. Thus, this food hazard mapping is warranted to be implemented 

throughout our towns and cities in order to enhance planning and reduce disaster in 

the future year. 

4.8 RECOMMENDATION 

Flood hazard mapping is one of the components of disaster management and spatial 

planning in our societies. Since, this research will be developed into a national docu-

ment, it is crucial to add multi-dimensional and integrated expert views on the socio-

economic, geographical and human vulnerability assessments to this report. The 

following detail expert views are recommended to foster the wide-reaching impact 

of this report: 

1. Human and social dimensions 

2. Geography and urban planning dimensions 

3. Property valuations and real estate dimensions 

4. Any other related dimensions. 
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5.1 INTRODUCTION 

The Central Pollution Control Board (CPCB) of India describes air quality as the 

volume of various pollutants in the atmosphere and their acceptable or permissible 

levels, which are commonly mentioned as standards (CPCB 2014). It indicates the 

quantity of minute suspended particles and other chemical compounds like oxides of 

carbon, sulfur dioxide, nitrogen dioxide, and ozone existent in the atmosphere. Air 

quality surpasses all extents within the atmosphere, ranging from local to global, 

providing feedback at each arena. It is responsible for several adverse impacts on 

health, the environment, climate, and monuments (Monks et al. 2009). The air qual-

ity index (AQI) is a tool to measure and publish information on air quality (e.g., good, 

satisfactory, poor) and its associated health impacts (CPCB 2014). 

The intensity of air pollution is generally expressed as Air Quality (Monks et al. 

2009). Jacobson, in Atmospheric Pollution: History, Science, and Regulation, defned 
pollution as a suffciently high concentration of gases or anthropogenically emitted 
aerosol particles that cause direct or indirect damage to climate, ecosystems, and her-
itage (Jacobson 2002). Various air pollutants, such as carbon monoxide (CO), nitro-
gen oxides (NOx), sulfur dioxide (SO2), multiple forms of particulate matter (PM) 
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(SPM, PM10, and PM2.5), volatile organic compounds (VOCs), surface ozone (O3), 

and heavy metals (cadmium, mercury), are responsible for adversely altering the 

atmospheric composition (Kampa and Castanas 2008). SPM (suspended particulate 

matter) is produced by chemical reactions in light with different gaseous substances 

existent in the atmosphere (Kuwata and Nishikawa 2005). According to the World 

Health Organization (WHO, 2016) in 2016, it was reported that 4.2 million pre-

mature deaths worldwide per year were caused by ambient (outdoor) air pollution 

in both urban and rural areas. Furthermore, around 58% of the deaths caused by 

ambient air pollution were caused by strokes and atherosclerotic heart disease. In 

comparison, 18% of fatalities were caused by severe conditions resulting from pul-

monary obstruction such as chronic bronchitis and emphysema and acute infections 

in lower respiratory organs, and 6% of fatalities were caused by lung cancer (World 

Health Organization 2018). 

Initially, the notion was that only industrialized and developed countries are 

prone to the ravages of air pollution. However, it has been noticed that even the 

middle-income and less-developed countries encounter the adverse consequences of 

air pollution. However, several regions worldwide have experienced changes in air 

quality due to lockdown measures implemented during the pandemic. Such changes 

may vary spatially due to variations in the discharged levels of pollutants, includ-

ing vehicular emissions, fossil fuel combustion, and industrial production (Kerimray 

et al. 2020). A global instance of a few countries can be cited where a signifcant 
variation in air quality could be monitored because of precautionary measures to 
curb the pandemic, such as lockdowns due to a reduction in emissions from indus-
tries and vehicle power generation. In Almaty, Kazakhstan, during the lockdown 
period, the PM2.5 concentration lowered by 21% (range: 6%–34%) in 2020 compared 
to the average PM2.5 level, calculated on the same days in 2018–2019. However, the 
PM2.5 concentration still exceeded the WHO standard. Also, the CO and NO2 con-
centrations were substantially reduced, respectively, by 49% and 35% (Kerimray 
et al. 2020). 

Similarly, NO2 concentration showed extensive reductions of approximately 
53% in urban areas of Europe and 57% in Wuhan, China, when compared to 
the three-year average level (2017–2019); PM2.5 concentration had also reduced 
by 8% and 42% in urban regions of Europe and Wuhan, respectively (Ching 
and Kajino 2020). Also, results show that human activities in the Yangtze Delta 
Region in China lowered noticeably due to the pandemic; industrial and vehicu-
lar emissions were signifcantly reduced, which resulted in the lowering of SO2, 
NOx, PM2.5, and VOCs discharge by approximately 16%–26%, 29%–47%, 27%– 
46%, and 37%–57% during January to March 31, 2020 approximately (Li et al. 
2020). The daily mean of PM2.5 and NO2 concentration within the New York 
City region between the frst week of January and the frst week of May in 2020 
was reduced by approximately 36% and 51% (Zangari et al. 2020). However, 
worldwide studies demonstrate improvement in air quality due to reasons like 
social distancing and lockdown measures due to COVID-19. However, signif-
icant changes in NYC were not observed over 2015–2019, which might have 
occurred due to the analysis of both short- and long-term air quality variation 
(Zangari et al. 2020). 
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Like several countries, the infuence of constricted human activities during the 
pandemic also had a positive consequence on the air quality of India. In comparison 
to previous years, all over India, PM10, PM2.5, CO, and NO2 decreased around 43%, 
31%, 10%, and 18%, respectively, possibly due to lockdown measures. However, 
there was a proportional increase in the level of O3 by 17% (Sharma et al. 2020). 
In contrast to other mentioned pollutants, sulfur dioxide (SO2) levels showed an 
increasing trend in Mumbai, Bengaluru, and Kolkata (Sathe et al. 2021). The AQI in 
north, south, west, east, and central India showed a decreasing trend of approxi-
mately 44%, 33%, 32%, 29%, and 15%, respectively (Sharma et al. 2020). The AQI 
lowered by 30% in 2020 compared to the preceding years; among the most polluted 
cities of India, Delhi observed the maximum positive impact in AQI with a reduction 
of almost 49%. During the pandemic, the eminent pollutant changed to O3 in Gaya, 
Kolkata, Kanpur, and Nagpur, while, in Patna and Agra, NO2 emerged as an imperi-
ous pollutant (Sharma et al. 2020). 

The quality of air in different cities of India, pre-lockdown, however, portrays a 
different picture. The database was published by the WHO in April 2018 (WHO, 
2018) and covered 100 countries worldwide between 2011 and 2016; a total of 
14 cities out of the listed top 15 cities reported dangerous levels of PM2.5 pollution 
from India. According to a WHO report released in 2018 among various mega-
cities worldwide, Delhi occupies the apex position in the list of PM10 pollution 
(Guttikunda et al. 2019). Delhi, Agra, and a few other cities like Mumbai, Kolkata, 
Chennai, and Hyderabad were repeatedly covered in various research studies con-
ducted over the years since 2000 to identify the potential sources of PM2.5 and 
PM10 (Guttikunda et al. 2019). Delhi has long been recognized as among the most 
polluted cities in the world. The Delhi government announced a health emergency 
in November 2019 when the city registered a PM2.5 level of 625 micrograms per 
cubic meter (μg/m3) of air, which was 24 times the WHO’s recommended standards 
(Bharadwaj 2020). The volume of PM is higher in Agra than in other urban regions 
in India (Gupta et al. 2017). Delhi’s air pollution issue may well have contributed 
to increasing the COVID-19 devastation throughout the city. Long-term NO2 and 
PM2.5 exposure can infuence COVID-19 fatality (Bharadwaj 2020). The PM could 
sustain the SARS-CoV-2 pathogen, which induces COVID-19, allowing it to persist 
in the atmosphere and proliferate. The SO2 level of both the cities, Delhi and Agra, 
was at par with the annual standard of PCB, which accounts for 50 μg/m3, while 
in the case of NO2, the level exceeded the annual standard of 40 μg/m3 in both the 
cities (Guttikunda et al. 2019). 

These are some major contributing factors to the reduction in pollution in Delhi 
National Capital Region (NCR): a 97% decrease in general traffc and a 91% reduc-
tion in lorries and commercial vehicles reaching the capital all through April, par-
ticularly in comparison to the pre-lockdown period of December–January, according 
to a report by the “Centre for Science and Environment” (PTI 2020). The AQI stayed 
in the “moderate” range between May 18 and June 5. The monsoon season kept pol-
lution conditions under control from July through September. August has been the 
cleanest month of the year for air quality, with a mean AQI of 63.8. In August, there 
were 4 “good” air dates recorded, the most in any period until 2015 since the CPCB 
began measuring AQI (PTI 2020). 
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In light of the fndings, as mentioned earlier, the current study aims to determine 
the infuence of lockdown on air pollution levels in Delhi NCR (National Capital 
Region) and its adjacent regions compared to previous years. This study attempts 
to address air pollution levels in terms of PM10, PM2.5, NO2, and SO2 and their dis-
tributions in sensitive regions of Delhi NCR and its neighboring districts. A better 
understanding of the region’s pollution dynamics and public health risks will be doc-
umented in this study. Given the environmental consequences of the lockdown, an 
effort has been undertaken to estimate the spatio-temporal variations in the amount 
of air pollution in India over the post-lockdown era compared to the preceding era. 

The objectives of this research are to evaluate and compare the extent of atmo-
spheric pollutants in the country study area before, during, and then after the lock-
down, including the concentrations of air pollutants (PM10, PM2.5, NO2, and SO2), 
and to investigate the potency of the lockdown in enhancing environmental quality. 
Aside from that, the estimated AQI has been estimated for the current study by fol-
lowing NAQI (National Air Quality Index) by CPCB. It is calculated by combining 
a weighted mean of the criterion pollutants, including PM10, PM2.5, NO2, and SO2 

into a uniform value matrix over the same study period of April before (2019), dur-
ing (2020), and after the complete lockdown (2021), to investigate the lockdown’s 
effectiveness in improving environmental quality. This study also tried to propose a 
framework for effective management of air quality standards in Delhi and the NCR 
region. This framework will help the management bodies and policymakers such as 
the government as well as stakeholders to tackle the problem in an informed manner. 

5.2 STUDY AREA 

The current study has been undertaken across the Delhi NCR, encompassing fve 
vulnerable urban regions based on various site characteristics, such as commercial, 
industrial, institutional, and residential. The current study area (Figure 5.1) includes 
the Delhi NCR, including surrounding districts of Kaithal and Hisar in Haryana; 
Bijnor, Haridwar, Saharanpur, Aligarh, Etah, Hathras, Firozabad, Mathura, 
Bharatpur, Firozabad, and Agra in Uttar Pradesh; shown in Figure 5.1. NCR is 
located between 27.60°N and 29.30°N and 76.20°E and 78.40°E, with a dense popu-
lation (790 people/sq. km) encompassing 4 states—Delhi, Haryana, Uttar Pradesh, 
and Rajasthan—and with a combination of 24 four districts. The NCR now spans 
an area of around 58,332 sq. km, with Haryana having the largest area (28,545 sq. 
km), trailed by Uttar Pradesh (14,858 sq. km), Rajasthan (13,446 sq. km), and then 
Delhi (1,483 sq. km) (Hazarika et al. 2019). The capital (Delhi) does have a semi-arid 
environment and is physically situated between 28.39°N to 28.88°N and 76.82°E to 
77.34°E. It is bounded to the north by the Himalayan Mountain range, to the south 
by the central heated peninsular area, to the northeast by mountainous terrain, and 
to the west by the Great Indian Thar Desert (Yadav et al. 2016). Delhi’s climate is 
distinguished by a hot and dry summer and chilly winter (Khillare et al. 2008). The 
following major national highways (NH) go through Delhi: NH-1, -2, -8, -10, -24, 
and -48. In the summer, dust carried by winds (South–South west) from the Thar 
Desert infuences Delhi’s climate. Winter is distinguished by temperature reversal, 
contributing to increased aerosol concentration by dropping the planetary boundary 
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FIGURE 5.1 Location map of the study area selected for the current study. 

zone (Yadav et al. 2014). The average speed of wind in the capital has been estimated 

to be around 1.0 and 2.0 m/s (Srivastava & Jain, 2007; Srivastava et al., 2009). The 

district of Agra examined in this study has a long history and is rich in historical 

sites (Directorate of Census Operations Uttar Pradesh 2011). Nevertheless, Agra’s 

thriving small-scale businesses (leather, handicrafts, iron factories), tourism sector, 

electronic parts manufacture, thermal power plants, brick industry, and agriculture 

constitute the basis of the city’s economy (Guttikunda et al. 2019). The exquisite 

architecture of the Taj Mahal, sculpted from white marble stone, is being seriously 

harmed as pollution levels increase (Guttikunda et al. 2019). To preserve the inheri-

tance, the Supreme Court declared a 50-km safety zone around the Taj Mahal in 

2000, termed the TTZ (Taj Trapezium Zone), which should be free of industrial 

and traffc pollutants. Nevertheless, this strategy proved ineffective since the impact 
was insignifcant, resulting in an exponential increase in PM2.5 emissions in Agra, 
which eventually ranked the city as the fourth most polluted city in India in 2016 
(Guttikunda et al. 2019; Kumar et al. 2020). The NCRPB (National Capital Region 
Planning Board under the Ministry of Urban Growth, Government of India Act, 
1985) established the NCR intending to encourage the region’s well-coordinated 
development. The NCRTC (National Capital Region Transport Corporation), estab-
lished in 2013, is responsible for implementing the RRTS (Regional Rapid Transit 
System) project across the NCR to ensure the equitable and sustainable growth of 
metropolitan regions. In terms of air pollution, the capital region’s air quality has 
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worsened due to developmental projects, vehicle intensities, and industrial emis-

sions. Increased automobile traffc, urbanization in buildings, and industry contrib-
ute to air pollution throughout the Delhi NCR region (Hazarika et al. 2017). 

5.3 DATASETS AND METHODOLOGY 

5.3.1 DATASETS USED 

The primary focus of this chapter is on the specifcs of the data and input parameters 
needed for the present research. The procedures were carried out with the program 
ArcGIS 10.5, which was used to work with maps in a GIS context. This study requires 
the following datasets: (i) Continuous Ambient Air Quality Monitoring Stations 
(CAAQMS)-based air pollutant data; (ii) satellite-based data on air contaminants. 

5.3.1.1 Air Pollutants 

India has a network of 231 CAAQMS (Continuous Ambient Air Quality Monitoring 
Stations) spread across the nation. The CPCB and SPCBs (State Pollution Control 
Boards), the DPCC (Delhi Pollution Control Committee), and IMD (Indian 
Meteorological Department) are in charge of these CAAQMS. CPCB obtained air 
pollution data from these CAAQMS. For the current study, the 24-h averaged data 
was acquired from the CPCB website (https://app.cpcbccr.com/AQI_India/) (CPCB 
2021) for PM10, PM2.5, NO2, and SO2 from the 16 stations located in the study area 
for April 2019–2021. The data from April 2019 was only used to compare temporal 
alterations in the concentration dimensions of air contaminants for 2019 and 2020. 
In contrast, data from April 2021 was incorporated into statistical assessment for 
comparative analysis of intensity concentrations of air pollutants observed before, 
during, and after the nationwide lockdown. 

5.3.1.2 Satellite Data Analysis 

The satellite imageries depicting concentrations of NO2 and SO2 (spatial resolution: 
0.25°-level-3 daily OMI tropospheric) for April 2019–2021 were acquired from 
the Giovanni interface (https://giovanni.gsfc.nasa.gov/giovanni/). Then the imager-
ies illustrating the concentration of PM2.5 and PM10 derived from the European 
Copernicus Atmosphere Monitoring Service (CAMS) (https://atmosphere.coperni-
cus.eu/) (ECMWF 2021) at a spatial resolution of 1°, depicted in Table 5.1. 

5.3.2 METHODOLOGY 

5.3.2.1 Air Quality Index Estimation 

The AQI was calculated using data from air pollutants as input parameters, as shown 
in Figure 5.2. 

Finally, the study area’s spatio-temporal fuctuation of air pollutants (PM10, PM2.5, 
NO2, and SO2) was assessed before, during, and after the lockdown period (2019–2021). 
The CPCB released real-time data on NAQI across 231 CAAQMS (https://app. 
cpcbccr.com/AQI India/). NAQI is determined by combining a weighted mean of 
the criterion pollutants, including PM10, PM2.5, NO2, SO2, O3, CO, NH3, and Pb, into 

https://app.cpcbccr.com/AQI_India/
https://giovanni.gsfc.nasa.gov/giovanni/
https://atmosphere.copernicus.eu/
https://atmosphere.copernicus.eu/
https://app.cpcbccr.com/AQI
https://app.cpcbccr.com/AQI
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TABLE 5.1 

Datasets Used for the Current Study 

Data Spatial Locations (CPCB, Time 

Type Description Resolution SPCBS) Interval Data Sources 

PM10 Particulate matter 1° Delhi: Ashok Vihar April https://app.cpcbccr. 

(PM) (<10 μm Haryana: H.B. Colony, (2019–2021) com/AQI_India/ 

diameter) Bhiwani    Vikas Sadan, https://giovanni.gsfc. 

PM2.5 PM (<2.5 μm 1° Gurugram Urban nasa.gov/giovanni/ 

diameter) Estate-II, Hisar Police https://cpcb.nic.in/ 

NO2 Nitrogen dioxide 0.25° Lines, Jind Rishi Nagar, real-time-air-qulity-

(μg/m3) Kaithal Sector-12, data/ 

SO2 Sulfur dioxide 0.25° Karnal Sector-18, https://app.cpcbccr. 

(μg/m3) Panipat Murthal, com/AQI_India/ 

CO2 Carbon dioxide 2° * 0.25° Sonipat 

(PPM) Rajasthan: Moti 

Doongri, Alwar 

Uttar Pradesh: 

Yamunapuram, 

Bulandshahr Sector 

– 125, Noida, Sanjay 

Nagar, Ghaziabad, 

Lajpat Nagar, 

Moradabad, New 

Mandi, Muzaffarnagar 

FIGURE 5.2 An illustration with reference to CPCB’s systematic method (CPCB 2014) for 

calculating the NAQI from observations of the major pollutants. 

https://app.cpcbccr.com/AQI_India/
https://app.cpcbccr.com/AQI_India/
https://giovanni.gsfc.nasa.gov/giovanni/
https://giovanni.gsfc.nasa.gov/giovanni/
https://cpcb.nic.in/real-time-air-qulity-data/
https://cpcb.nic.in/real-time-air-qulity-data/
https://cpcb.nic.in/real-time-air-qulity-data/
https://app.cpcbccr.com/AQI_India/
https://app.cpcbccr.com/AQI_India/
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FIGURE 5.3 Flow chart showing the methodology of the current study. 

a uniform value matrix. In a nutshell, the NAQI was computed in two stages. First, 

each criterion pollutant’s sub-index was computed. Second, all sub-indices are sub-

sequently combined to form a single index. The Document on NAQI discusses the 

formulae used to calculate the NAQI in detail (CPCB 2014). The daily mean NAQI 

data from the CAAQMS were obtained from the CPCB site (https://app.cpcbccr. 

com/AQI_India/) (CPCB 2021) for April during 2019–2021. If a location has more 

than one CAAQMS, one daily mean NAQI value from across all CAAQMS has also 

been observed for that location. Furthermore, not all the CAAQMS are operational 

at all times. 

The AQI was then calculated using data from air pollutants as input parameters, 

as shown in Figure 5.3. Figure 5.3 depicts a fow chart outlining all of the procedures 
utilized in the data for this research. Finally, the study area’s spatio-temporal fuctua-
tion of air pollutants (PM10, PM2.5, NO2, and SO2) was assessed before, during, and 
after the lockdown period (2019–2021). 

5.4 RESULTS 

The observed level (daily mean) of the air pollutants (PM10, PM2.5, NO2, and SO2) 
during the targeted period of the April month of three consecutive years (2019–2021), 
demonstrated in the fgures below, helps to comprehend the infuence of lockdown 
on air quality in the districts of the study area comprising Delhi NCR and its adja-
cent districts of Haryana, UP, and Rajasthan. The primary goal of this chapter is to 
determine if there is a direct impact of the COVID-19 lockdown on pollution levels 
via the fndings. To determine this direct impact of lockdown, the spatio-temporal 
changes of pollutant levels before, during, and after complete lockdown have been 
evaluated, using the April months of 2019–2021. 

https://app.cpcbccr.com/AQI_India/
https://app.cpcbccr.com/AQI_India/
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5.4.1 SPATIO-TEMPORAL VARIATIONS OF AIR POLLUTANTS 

5.4.1.1 PM2.5 (Particulate Matter < 2.5 μm) 

According to USEPA, PM2.5 includes fne particles inhaled with diameters of 2.5 μm and 
smaller. PM2.5 as a pollutant came into consideration in 2009 and was frst measured in 
2016 at the manual stations in 2016 (Guttikunda et al. 2019). The utmost standard set for 
PM2.5 in ambient air for a 24-h mean value is 25 and 60 μg/m3, as mentioned by World 
Health Organization, Occupational and Environmental Health Team (2006) and CPCB 
(2009), respectively (Garg et al. 2020). However, PM2.5 has more impact, even when it 
has a low concentration in the atmosphere, and it is often linked to several hazardous 
impacts on health compared to other pollutants (Saxena and Raj 2021). Industrial and 
vehicular exhausts, domestic cooking and heating, open burning of waste, diesel genera-
tor sets, and construction dust are the prominent sources of atmospheric PM2.5 pollution 
(Guttikunda et al. 2019). Figure 5.4 shows images illustrating the concentration of PM2.5 

derived from CAMS (https://atmosphere.copernicus.eu/) of April 2019–2021, depicting 
the pre-lockdown, complete lockdown, and post-lockdown or partial lockdown period. 
It can be observed from the images in Figure 5.4 that the level of PM2.5 was very high 
during April 2019, which drastically dropped during the complete lockdown in April 
2020 and again rose to a moderate level in April 2021. 

As per CPCB data (https://cpcb.nic.in/real-time-air-qulity-data/), the mean PM2.5 

level, which was 79.27 μg/m3 during April 2019, decreased to 40.28 μg/m3 in April 
2020 and has again increased to 68.90 μg/m3 in April 2021. The maximum PM2.5 level 
was recorded in Ghaziabad (Sanjay Nagar – UPPCB) of Uttar Pradesh was 104.70 
μg/m3 in April 2019; the maximum level was reduced to 59.54 μg/m3 in April 2020. 
However, it has again increased to 101.29 μg/m3 in April 2021. The minimum PM2.5 

level recorded in Panipat (Sector-18, HSPCB) of Haryana was 39.17 μg/m3 in April 
2019. In April 2020, the minimum PM2.5 level (19 μg/m3) was recorded in Sanjay 
Nagar (Ghaziabad – UPPCB) of Uttar Pradesh, which was comparatively lower than 
that of 2019. In April 2021, the lowest concentration of PM2.5 again slightly increased 
to 21 μg/m3 recorded in Haryana’s Bhiwani (H.B. Colony – HSPCB). These observa-
tions prove that the complete lockdown had a profound effect on reducing pollutant 
PM2.5 in ambient air over the study area. 

5.4.1.2 PM10 (Particulate Matter <10 μm) 

The PM10 consists of those PMs whose aerodynamic diameter is lower than 10 μm. 
They have the highest human lung penetration-affnity, resulting in increased respira-
tory and cardiac illnesses and, in extreme cases, even premature demise (Guttikunda 
2012). In ambient or outdoor air, the maximum limit of the 24-h average of PM10 as 
recommended by WHO (2006)  is 50 μg/m3 and the permissible limit at 100 μg/m3 

(Garg et al. 2020). Since 2005 the volume of PM10 has consistently increased and 
ultimately accounted for a rise more signifcant than 2.5 times (Guttikunda 2012). 
In 2010, the yearly mean outdoor PM10 concentrations accounted for 260 μg/m3, 
almost four times more than the national standard and 13 times greater than the 
guidelines mentioned by the WHO (Guttikunda 2012). Major sources of PM10 con-
sist of the combustion of coal, kerosene, fossil fuels, biomass, and dust (Guttikunda 
et al. 2019). Figure 5.5 depicts the concentration of PM10 obtained from CAMS 

https://atmosphere.copernicus.eu/
https://cpcb.nic.in/real-time-air-qulity-data/
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FIGURE 5.4 Variation in concentration during April 2019–2021 of PM2.5 (μg/m3). 
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FIGURE 5.5 Variation in concentration from April 2019 to 2021 of PM10 (μg/m3). 
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(https://atmosphere.copernicus.eu/) for April 2019–2021, showing the pre-lockdown, 

total lockdown, and post-lockdown or partial lockdown periods, similar to the PM2.5 

levels. According to the images in Figure 5.5, the level of PM10 was very high in 

April 2019 and then decreased dramatically during the full lockdown in April 2020 

before rising to a reasonable level in April 2021. According to CPCB statistics and 

Figure 5.5, the mean PM10 level in April 2019 was 198.50 μg/m3, dropped to 107.7 

μg/m3 in April 2020, and rose to 193.63 μg/m3 in April 2021. In April of this year, 

the highest PM10 level in Ghaziabad (Sanjay Nagar – UPPCB) in Uttar Pradesh was 

303.64 μg/m3. The highest PM10 level in Bhiwani (H.B. Colony) was 188.06 g/m3 in 

April 2020 and then rose to 188.06 μg/m3 in April 2021. Though there has been a 

reduction in concentrations of PM10  during the lockdown in the regions mentioned 

above, throughout the whole period, the PM10 level exceeds the standard set by WHO 

(2006), making the air quality harmful. 

The lowest PM10 level in Panipat (Sector-18 – HSPCB) in Haryana was 39.17 

μg/m3 in April 2019. In Moradabad (Lajpat Nagar – UPPCB) in Uttar Pradesh, the 

minimum PM10  level (34.43 μg/m3) was reported in April 2020, lower than that of 

2019. These levels of PM10  are within the standards of WHO (2006). In April 2021, 

the lowest concentration of PM10 in Alwar (Moti Doongri – RSPCB) in Rajasthan 

rose signifcantly to 84.11 μg/m3. These fndings show that the full lockdown had a 
signifcant impact on lowering pollutant PM10 levels in the ambient air across the 
study region. 

5.4.1.3 SO2 (Sulfur Dioxide) 

SO2 as gas is colorless along with a sharp odor (WHO, 2018). The main origin of SO2 

is fossil fuel (coal and oil) incineration and the smelting of sulfur-rich mineral ores. 
The anthropogenic sources comprise fossil fuel combustion for domestic purposes, 
power generation, and transport (WHO, 2018). The standard set for SO2  for a mean 
of 24 h by CPCB (2009) is 80 mg/m3, whereas the standard set by WHO (2006) is 
40 mg/m3 in ambient air (2006) (Garg et al. 2020). SO2  mainly causes respiratory 
diseases, affects the lungs, and is responsible for irritation in the eyes (WHO, 2018). 
In combination with water, SO2 forms sulfuric acid, which forms the main con-
stituent of acid rain, a major cause of deforestation (WHO, 2018). Figure 5.6 shows 
SO2 concentrations across the study area acquired from NASA-Giovanni (https:// 
giovanni.gsfc.nasa.gov/giovanni/) for April 2019–2021, indicating the pre-lockdown, 
complete lockdown, and post-lockdown or partial lockdown periods, comparable to 
SO2 levels. According to the images in Figure 5.6, the level of SO2 was very high in 
April 2019. SO2  levels signifcantly reduced during the complete lockdown in April 
2020, improving the air quality, before rising to a moderate level in April 2021. 

According to CPCB data (https://cpcb.nic.in/real-time-air-qulity-data/) in sup-
port of Figure 5.6, the average SO2  level in April 2019 was 25.63 μg/m3, dropped to 
16.46 μg/m3 in April 2020, and climbed to 24.25 μg/m3 in April 2021. In April 2020, 
the highest SO2  level at Bulandshahr (Yamunapuram – UPPCB) in Uttar Pradesh 
was 46.87 μg/m3. In April 2020, the highest SO2 level in Bhiwani (H.B. Colony) was 
31.73 μg/m3, which is the satisfactory standard set by WHO (2006). The maximum 
SO2 level was 49.78 g/m3 in April 2021, which exceeds WHO’s standard. The mini-
mum SO2 level was 9.74 μg/m3 in April 2019 in Kaithal (Rishi Nagar – HSPCB) in 

https://atmosphere.copernicus.eu/
https://giovanni.gsfc.nasa.gov/giovanni/
https://giovanni.gsfc.nasa.gov/giovanni/
https://cpcb.nic.in/real-time-air-qulity-data/
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FIGURE 5.6 Variation in concentration from April 2019 to 2021 of SO2 (μg/m3). 

Haryana. In Gurugram (Vikas Sadan – HSPCB), the minimum SO2 level (6.11 μg/m3) was 

observed in April 2020, lower than in 2019. In April 2021, the lowest SO2 concen-

tration in Jind (Police Lines – HSPCB) in Haryana increased to 12.91 g/m3, higher 

than in 2019. The fgures mentioned above of minimum SO2 levels are within the 
standards set by WHO (2006). Thus, like those of PM2.5, and PM10, this data reveals 
that the full lockdown had a signifcant infuence on lowering pollutant SO2 levels in 
the ambient air and improving its quality across the study area. 

5.4.1.4 NO2 (Nitrogen Dioxide) 

NO2 is an oxidant gas that is primarily produced due to fossil fuel combustion. It 
is responsible for triggering asthma (Shima and Adachi 2000). Nitrate aerosols are 
products of NO2, and they constitute an important fraction of PM2.5; in the exis-
tence of ultraviolet light, it becomes a major component of ozone (WHO, 2018). 
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The standard of NO2  for an average of 24 h accounts for 20 and 80 mg/m3 as set by 

WHO (2006) and CPCB (2009), respectively, in ambient air (Garg et al. 2020). Major 

sources of NO2 include fossil fuel incineration (i.e., vehicular emissions) and large 

industries (Guttikunda et al. 2019). Figure 5.7 shows NO2 concentrations throughout 

the research region obtained from NASA-Giovanni (https://giovanni.gsfc.nasa.gov/ 

giovanni/) for April 2019–2021, showing the pre-lockdown, full lockdown, and post-

lockdown or partial lockdown periods, similar to NO2 levels. According to the pho-

tos in Figure 5.6, the level of NO2 was extremely high in April 2019. However, NO2 

levels substantially decreased during the full lockdown in April 2020 before increas-

ing to a reasonable level in April 2021. Figure 5.7 depicts NO2 concentrations in 

the research region for April 2019–2021, as obtained from NASA-Giovanni (https:// 

giovanni.gsfc.nasa.gov/giovanni/), indicating the pre-lockdown, complete lockdown, 

FIGURE 5.7 Variation in concentration from April 2019 to 2021 of NO2 (μg/m3). 

https://giovanni.gsfc.nasa.gov/giovanni/
https://giovanni.gsfc.nasa.gov/giovanni/
https://giovanni.gsfc.nasa.gov/giovanni/
https://giovanni.gsfc.nasa.gov/giovanni/
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and post-lockdown or partial lockdown periods, which are equivalent to NO2 levels. 

In April 2019, the level of NO2 was extremely high, as shown in Fig. 6.6. The average 

NO2 level in April 2019 was 35.57 μg/m3, declined to 18.92 g/m3 in April 2020, and 

grew to 25.46 μg/m3 in April 2021 as per CPCB data (https://cpcb.nic.in/real-time-

air-quallity-data/) in support of Figure 5.7. 

It can be seen from the mean NO2 values in April 2020 (18.92 μg/m3) that they are 

within the WHO standard, indicating that the NO2 levels are satisfactory. The high-

est NO2  level recorded in Ghaziabad (Sanjay Nagar – UPPCB) in April 2019 was 

66.36 μg/m3. The highest NO2  level in Panipat (Sector-18 – HSPCB) in April 2020 

was 50.24 μg/m3, above the WHO’s satisfactory standard (2006). In April 2021, the 

maximum NO2 levels in Ghaziabad (Sanjay Nagar, UPPCB) reached 69.41 μg/m3. 

The NO2 levels indicated above are higher than the WHO’s standard. In April 2019, 

the minimum NO2 level in Gurugram (Vikas Sadan – HSPCB) was 10.20 μg/m3. In 

April 2020, the minimum NO2 level (5.77 g/m3) in Bhiwani (H.B. Colony – HSPCB) 

was measured, which was lower than in 2019. The minimum NO2 concentration in 

Jind (Police Lines – HSPCB) in Haryana climbed slightly to 6.48 g/m3 in April 2021, 

somewhat higher than in 2019. These fgures of minimum NO2 levels, which are 
within WHO (2006) criteria, indicate that the NO2  level in these regions is satisfac-
tory. These results show that the full lockdown had a signifcant impact on lowering 
pollutant NO2 levels in the ambient air and increasing its quality across the research 
area, just as it did for PM10, and PM2.5. 

5.4.2 AIR QUALITY INDEX 

The “Air Quality Index” is an excellent instrument for communicating the state of air 
quality to the population in a unifed value matrix, as well as its potential effects on 
people’s health and the ecosystem. For the four CAAQMS sites, Gurugram (Vikas 
Sadan – HSPCB), Alwar (Moti Doongri – RSPCB), Noida (Sector-125 – UPPCB), 
and Delhi (Ashok Vihar – DPCC), criteria pollutants, i.e., PM10, PM2.5, NO2, and 
SO2 were accessed for a chosen time. Figure 5.8 depicts graphs of the region-wise 
spatial variation of the monthly averaged NAQI for April (2019–2021). The CPCB 
has divided the NAQI color scale into six categories, each with its value range and 
condition, as follows: good (0–50); satisfactory (51–100); moderate (101–200); poor 
(201–300); very poor (301–400); and severe (>401), as illustrated in Table 5.2 (https:// 
cpcb.nic.in/national-air-qualityindex/). 

The NAQI value for each region has been derived by calculating the average of 
the daily NAQI levels of every CAAQMS in the state, which was then averaged to 
a singular number for the region for each month. As per Figure 5.8(a, b, c, d), the 
mean AQI values are plotted in line graphs depicting the pollution during April 
2019–2021. The geographical distribution by region is shown in region-wise NAQI 
(Figure 5.8 (a, b, c, d)), indicating a clear pattern in the air quality state (from poor to 
excellent) in locations encompassing April months of 2019–2021. 

The line graph in Figure 5.8(a) depicts the AQI status of Ashok Vihar (Delhi). As 
per the AQI trend of 2019, it started around 120 during April, followed by an upward 
trend in the range of 300–350 (respiratory discomfort on extended exposure) and 
then curved downward at the end of April. The AQI in Ashok Vihar again became 

https://cpcb.nic.in/real-time-air-quallity-data/
https://cpcb.nic.in/real-time-air-quallity-data/
https://cpcb.nic.in/national-air-qualityindex/
https://cpcb.nic.in/national-air-qualityindex/
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FIGURE 5.8 Line graph depicting the trend of AQI between 2019 and 2021. (a) Ashok 

Vihar, Delhi; (b) Mooti Dongri, Alwar; (c) Sector 62, Noida; (d) Sector-51, Gurugram. 

TABLE 5.2 

NAQI Color Scales Indicate Probable Health Impacts 

AQI Remark Probable Health Impacts 

0–50 Good Minimal impact 

51–100 Satisfactory Minimal breathing distress to sensitive persons 

101–200 Moderate Breathing diffculty for persons with lung, asthmatic and heart diseases 

201–300 Poor Breathing diffculties for most individuals with extended exposure 

301–400 Very poor Respiratory discomfort on extended exposure 

>400 Severe It affects healthy persons and signifcantly affects those with current illnesses 

higher during the last week of April and May. The AQI trend of April 2020 in Ashok 
Vihar showed relatively lower values compared to 2019. The highest (around 170) 
and lowest (below 50) depict moderate to minimal pollution during lockdown at 
Ashok Vihar. The AQI in 2021 showed a signifcant rise from 2020 with a high value 
around 400, which could create respiratory discomfort on extended exposure. The 
AQI was higher at the start of April, followed by a steady decline and then rising to 
approximately 400 at the start of May. 

Figure 5.8(b) depicts the AQI status of Moti Doongri, Alwar, for April month 
(2019–2021). The AQI values during April 2019 represent a series of fuctuations 
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ranging approximately from 50 to 300. The graph depicts two signifcant crests at the 
start of April 2019, followed by one crest each at the middle and end of the month. 
This observation is somewhat interesting, as the AQI in 2020 and 2021 at Moti 
Doongri did not show such phenomena. The AQI in 2020 remained approximately 
around 50, showing improvement due to a complete lockdown in 2020 followed by a 
rise in 2021, indicating a deterioration of air quality. 

The air quality in April 2019 at sector 62, Noida, showed great fuctuations, with 
higher values at the start of April, followed by a heavy decline at the middle and 
then again rising at the end of the month. The AQI in April 2019 ranged from very 
low (around 50) to substantially high (around 300). The air quality improved dur-
ing lockdown, as evident from Figure 5.8(c), with the highest AQI value of 200. The 
air quality degraded again in the subsequent year, with the highest value rising to 
around 400. The AQI of April 2021 showed higher values throughout the month with 
an occasional decrease at the end of the month. 

The AQI condition of Sector-51, Gurugram, for April is depicted in Figure 5.8(d). 
The AQI in 2019 showed massive fuctuations with four distinct crests ranging 
between 80 and 400. The air quality greatly improved during the lockdown in 2020 
with an AQI value range of 50–200. Like other places, the air quality deteriorated 
in 2021, reaching 400 at the end of April. The AQI values during 2019 and 2021 
showed a similar trend, with high values at the start of April, followed by a decline 
in the middle and again rising to the highest values at the end. 

5.4.2.1 Spatio-Temporal Variation of AQI 

Figure 5.9 depicts the spatio-temporal extent of air quality in the study area between 
2019 and 2021. The maps were constructed using the AQI values, through which the 
above-illustrated line graphs are estimated. Figure 5.9 shows that during April 2019, 
the AQI was poor in the districts of Muzaffarnagar, Ghaziabad, and Mathura of the 
study area. AQI ranges from moderate to poor in Saharanpur, Bijnor, Jyotiba Phule 
Nagar, Moradabad, Bulandshahr, Meerut, Hathras, Karnal, Gurugram, and Delhi. 
Then the AQI was just moderate in Hisar, Bhiwani, Mahendragarh, Jhajjar, Rohtak, 
Jind, Panipat, Rewari, Aligarh, Etah, and Budaun. Then the AQI ranged from sat-
isfactory to moderate in the Kaithal, Bharatpur, and Alwar districts of the study 
area. As per Figure 5.9, during April 2020, the AQI across almost all of the study 
area ranges from satisfactory to moderate, clearly showing the drastic improvement 
in air quality due to the complete lockdown. Then again, during April 2021, after 
the upliftment of complete lockdown and imposition of partial lockdown, as per 
Figure 5.9, the AQI range became moderate to poor in the districts of Jind, Panipat, 
Sonipat, Delhi, Gautam Buddha Nagar, Bulandshahr, and Moradabad, Mathura, and 
it became poor in Ghaziabad. However, in Alwar, Bharatpur, Karnal, and Baghpat, 
AQI was still better, and it ranged from moderate to satisfactory. 

5.5 DISCUSSION 

COVID-19 gave countries a once-in-a-lifetime opportunity to collect baseline data 
on air pollution, as emissions of airborne pollutants from transportation, industrial 
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FIGURE 5.9 Spatio-temporal variation of AQI during April (2019–2021). 

sectors, and business operations were signifcantly reduced throughout the country-
wide lockdown relevant to air pollution mitigation initiatives. Starting from March 
25, 2020, India has enforced a countrywide lockdown for many months. As a con-
sequence, air pollution levels have signifcantly decreased (Figures 5.4 and 5.5). 
During the countrywide lockdown, the observed overall mean PM10, and PM2.5 read-
ings were much lower than the NAAQS (2009) for PM10, and PM2.5,  correspond-
ingly (Figures 5.8 and 5.9). Furthermore, recorded national average SO2 and NO2 

levels were consistently lower than the relevant NAAQS for SO2 and NO2 (Figures 5.6 
and 5.7). Considering the effects on human health, WHO (2006) recommends that 
the atmospheric air quality standards for PM10, and PM2.5 be close to 50 and 25 μg/m3, 
accordingly. In India, the NAAQS for PM10, and PM2.5 are 100 and 60 g μg/m3, 
respectively, which are about two times above the WHO (2006) recommended 
levels. Given India’s high pollution levels (Bernard and Kazmin 2018; Chowdhury 
et al. 2019; World Health Organization, 2016), there is an urgent need to evalu-
ate the prevailing NAAQS (2009) of air contaminants to reduce air pollution. The 
air pollutant sensing station presented in this research showed that proportions of 
the air pollutants from traffc, industrial, and business activities were signifcantly 
reduced during the national lockdown. As an outcome, PM2.5 and PM10 levels met 
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or surpassed the NAAQS (2009). This indicates that if air-polluting emissions from 

transportation, industry, and commercial activities, including biomass burning, in-

home cooking, and open biomass burning, are reduced, the prevailing NAAQS and 

also lower levels of PM2.5 and PM10 may be reached. This may be achieved by 

delivering clean fuels and executing the 25 mitigation measures recommended in 

the “Science-Based Solutions” Report (United Nations Environment Programme 

(UNEP), 2019). The current study is a reasonable effort to evaluate the effects of 

the national lockout on environmental quality in terms of PM10, PM2.5, SO2, and 

NO2 emissions. We believe that the current study’s results are dependent on reliable 

data sources from a very short period, and additional data on different emission 

metrics may shed more light on the extent to which the lockout has contributed to 

improved environmental quality. Nevertheless, the outcomes so far have demon-

strated a defnite trend toward improved environmental quality by the direct impact 
of a complete lockdown. 

5.5.1 AIR QUALITY MANAGEMENT IN DELHI NCR 

REGION THROUGH MCDS APPROACH 

The development of air quality control in India should be understood in the con-
text of more general environmental protection challenges as well as the political 
and constitutional structure of India. Signifcant reductions in levels of atmo-
spheric pollution may be impossible to achieve if we look at this issue in isolation 
from the larger context and neglect the interaction of several intricate factors that 
infuence pollution sources. Although the government has taken several sporadic 
and unquantifed control measures in Delhi city to lower the air pollution levels, 
it still surpasses the National Ambient Air Quality Standards. Therefore, in this 
study, we have tried to develop a framework for air quality monitoring in New 
Delhi. In the frst step, the law enforcement authorities and legislative assemblies 
select a targeted air quality for the next several years to achieve. A general body 
is then created to carry out the task, which includes collecting inventories and 
modeling. In modern times, satellite data is also a source of air quality assess-
ment along with ground-based methods. The modeling involves building a hybrid 
system that is capable of forecasting and providing alerts and warnings about 
degradation of air quality. Then the areas with high particulate concentration are 
identifed for mitigation strategies. The mitigation strategy involves taking all the 
relevant factors into account and providing an optimal solution by implementing 
the MCDS approach. This method will provide information on emission limits 
and show a pathway for controlling emissions from sources directly. Currently, 
emissions from sources are directly regulated by replacing raw materials and 
modifying industrial equipment, whereas systems like cyclone separator fabric 
flters, ESP wet collectors, and spray towers are being used for control of smoke. 
The action plans derived from the MCDS system will provide a new solution for 
air quality management. The government and other regulatory bodies can make 
informed decisions and change or modify policies according to the provided 
framework (Figure 5.10). 
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FIGURE 5.10 Conceptual framework for air quality management in Delhi NCR region. 

5.6 CONCLUSION 

The current study clearly shows that the COVID-19 global pandemic lockdown 

directly impacts enhanced atmospheric air quality in urban locations, as demon-

strated by substantial reductions in most air pollutants, especially PM10, PM2.5, SO2, 

and NO2. The decreased concentrations of air pollutants are within the permitted lim-

its set by the CPCP guidelines of India. These decreases in Earth’s AQI estimates are 

consistent with NASA-Giovanni’s satellite images of airborne particulates. The rea-

sons for this reduction are the stringent enactment of laws and regulations, including 

the restriction of all outdoor activities, the suspension of transportation sectors, and 

the cessation of industries, marketplaces, workspaces, offce buildings, educational 
institutions, and any other institutional places portrayed to combat the pandemic in 
hotspot regions. According to the research, COVID-19 incidences are more common 
in metropolitan areas with a high population density, a history of international travel, 
and high ambient air pollution levels. Because the coronavirus primarily affects the 
lungs and respiratory system, individuals living in places with high concentrations 
of atmospheric pollution are more susceptible to the virus and have a higher death 
rate. Because the majority of India’s urban population has lengthy and continual vul-
nerability to air pollution, they are at signifcant risk of death from COVID-19 out-
breaks. This research highlights the signifcance of protecting public health during, 
during, and after the Coronavirus outbreak. It is possible to do this by implementing 
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appropriate air pollution laws and standards. We believe that the complete lockdown 

in India was one of the most successful methods since it slowed the spread of the virus 

and decreased the number of pollutants in the air. This research supports the neces-

sity for the scientifc community’s participation in revising air quality guidelines. The 
authors believe that extending the lockdown for another few months will lead to a fast 
decrease in COVID-19 incidence throughout the nation. 
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6.1 INTRODUCTION 

Life on the planet relies on forests. From an ecological point of view, forest ecosystems 

serve key roles and offer services that are crucial to maintaining life-support mecha-

nisms on a regional and global scale. Apart from producing oxygen, and absorbing 

carbon dioxide, forest cover protects us from erosion, purifes groundwater, and serves 
as a critical barrier against climate change. In addition to providing habitat for wildlife 
and a means of livelihood for humans, forest ecosystems play a vital role in the regula-
tion of greenhouse gas (GHG) emissions, water supplies and management, nitrogen 
cycle, genetic and biological diversity, and recreation (Rao and Pant, 2001). As per the 
2020 Global Forest Resources Assessment by the Food and Agriculture Organization 
(FAO), the planet’s total forest cover is estimated to be 4.06 billion hectares, i.e., 31% 
of the planet’s total land area (Global Forest Resources Assessment, 2020). Forest 
resources have been depleted because of overuse. Deforestation and forest degradation 
rank second in terms of their contribution towards GHG emissions to burning fossil 
fuels. Around 15% of the world’s anthropogenic carbon dioxide emissions between 
1997 and 2006 were caused by deforestation, degradation of forest cover, as well as 
peatland fres (Mitchell et al., 2017). The effects of deforestation and forest degrada-
tion can be seen at all scales, ranging from threatened local livelihoods to declining 
economic value of forested biodiversity and resources. In comparison to forests in 
other biomes, tropical forests possess the highest carbon density as well as the largest 
land area which traps 2.2–2.7 Gt of carbon annually (Goodman and Herold, 2014). 
However, tropical forests, peatlands, and mangroves experience the highest rates of 
deforestation and provide most of the net carbon emissions through forestry and other 
land use which is assessed to be 1.1–1.4 Gt of carbon per year. Over 40,000 tree species 
in tropical regions have become endangered (Liang and Gamarra, 2020). 

There has been a lot of investigation into how the forest cover changed in tropical 
Asia between 1880 and 1980. 8 million km2 of degraded land areas are involved, 
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as well as 13 countries such as India, Bangladesh, Sri Lanka, Thailand, Myanmar, 

Laos, Vietnam, Cambodia, Malaysia, Singapore, Brunei, the Philippines, and 

Indonesia (Kumar, 2010). Forest and wetlands in this region have decreased by 131 

million hectares (47%) over the past 100 years (1880–1980). Currently, Asia has the 

highest number of regions experiencing dramatic land cover changes, particularly 

regarding the destruction of dry land. In Southeast Asia, there is a noticeable trend 

towards agricultural settlement growth that is frequently accompanied by extensive 

deforestation. Nearly two-thirds of deforestation worldwide is attributable to com-

modity-driven forest clearance, particularly in Southeast Asia and Latin America. 

Southeast Asia experiences deforestation at a rate of 28% yearly at present (Ritchie 

and Roser, 2021). This deforestation mostly entails the clearing of forests to make 

way for pasture for cattle production as well as crops like soy and palm oil. Rapid 

urbanization has been contributing to the loss of agricultural land, and agricultural 

intensifcation is rising because there is less land available for cultivating food crops 
as in the case of developing countries like Thailand, Vietnam, and India (Vadrevu 
et al., 2019). Rapid urban expansions and various agricultural practices entail mas-
sive forest which consequently leads to forest cover degradation. 

Monitoring of forested land, as well as forest functions in diverse ways, provides 
the data needed to facilitate policies and choices for the conservation, protection, and 
sustainable management of forests (Romijn et al., 2015). The methods used to moni-
tor systems change as well depending on whatever ecosystem services the consumer 
is interested in (Achard and Hansen, 2016). The commercial potential of forests has 
been the prime focus of forest monitoring, realizing the signifcance of forests for 
storing carbon, protecting biodiversity, protecting watersheds, and providing a wide 
range of ecosystem services. Technological developments that allow monitoring of 
forest structure, biomass, post-clearing land usage, and other qualities are fast evolv-
ing. For instance, such a monitoring system to detect changes in human land usage 
would be most effective if it concentrated more on frontier areas than on wildlands. 
National forest monitoring mechanisms that are capable of accurately assessing forest 
cover variation and carbon stock alteration are crucial, particularly in tropical regions 
where forests are rapidly disappearing. To address the growing public interest in for-
est data and information for the study, management, and policy making, open access 
policies and the establishment of complementary cyberinfrastructures are essential 
(Liang and Gamarra, 2020). Thus, remote sensing has served to be benefcial for 
tracking and documenting changes in land use or land cover and its effects because 
of its multi-spectral, multi-temporal, and synoptic coverage capacities (Vadrevu et al., 
2019). Remote sensing data can be combined with simulation models to model and 
predict changes in land cover. However, there are still gaps in both the quality and 
quantity of open-source forest datasets, particularly in the tropical regions and other 
parts of the Global South (Liang and Gamarra, 2020). For instance, in tropical nations, 
the utilization of optical data for conducting research regarding changes in land use 
or land cover is constrained by constant cloud cover. To address this issue, Synthetic 
Aperture Radar (SAR) data proves benefcial and has the potential to penetrate clouds 
due to their multi-polarization and multi-frequency properties (Vadrevu et al., 2019). 

Also, regional studies concerning tropical forest resources as well as land use pat-
terns could beneft from using data from various satellites utilizing optical remote 
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sensing data such as the Moderate Resolution Imaging Spectroradiometer (MODIS) 

sensor combined with innovative mapping approaches (Tottrup et al., 2007). To moni-

tor forest health and its modifcations as well as to evaluate the ecological services 
provided by forests, it is very desirable to estimate the extent of forest canopy closure 
(FCC) employing remotely sensed data (Xie et al., 2022). The Google Earth Engine 
(GEE) system is a web-based, open-source, cloud-based platform, which utilizes satel-
lite imageries or any other data type to derive vegetation indices such as normalized 
difference vegetation index (NDVI), bare soil index (BSI), and modifed BSI (MBSI) to 
compute FCC Application of cloud-based analysis of satellite imagery forest resource 
surveys as well as monitoring projects might be completed more quickly and eff-
ciently. These space-based observations along with geographic information systems 
are suitable for tracking seasonal changes in tropical forests and producing relevant 
information regarding it (World Bank, 2009). Some other common optical satellites 
include Landsat, Sentinel-2, MERIS (Medium Resolution Imaging Spectrometer), and 
SPOT (Satellite Pour l’Observation de la Terre, or Satellite for observation of Earth). 

Also, Remote sensing has experienced a dramatic shift with the emergence of GEE 
as a powerful tool for large-scale environmental analysis. A researchful study by 
Gorelick et al. (2017) unveiled GEE’s potential, showcasing its ability to handle mas-
sive datasets of geospatial information. This cloud-based platform empowers research-
ers with the ability to perform complex calculations that were previously impossible 
due to data infrequency and processing limitations. This “democratization” of data 
and computational resources has fuelled a surge of applications in environmental sci-
ence, ranging from tracking deforestation to monitoring urban expansion. 

As aforementioned, (Liang and Gamarra, 2020) dug deeper into the challenges 
and possibilities of forest monitoring through remote sensing technologies. They 
emphasized GEE’s role in overcoming obstacles like inconsistent data availability 
and high acquisition costs. GEE empowers researchers to access high-resolution sat-
ellite imagery and utilize advanced machine learning algorithms to detect changes 
in forest cover with unmatched precision. Their work further highlights the potential 
of GEE’s integration with other remote sensing platforms and datasets, ultimately 
leading to more detailed and dependable forest monitoring efforts. 

In Thailand, forests provide not only a vital ecology but also a signifcant section of 
the country’s inhabitants with a place to live. In the last ten years, deforestation, climate 
change, and a lack of a fully developed water infrastructure have made Thailand par-
ticularly vulnerable to drought and fooding (‘Thailand TNC.pdf’, 2018). Thailand’s 
natural ecosystems, such as its forests, natural reservoirs, and wetlands, are in dan-
ger of disappearing despite the implementation of various new rules because of the 
country’s expanding agricultural and urban areas brought on by population expan-
sion and economic development. The Land Use, Land-Use Change, and Forestry 
(LULUCF) sector comprises Thailand’s largest GHG sink, as per the country’s 
national GHG inventory. GHG emissions in Thailand through deforestation and the 
harvesting of wood were less than those from forest plantations. Despite being pro-
tected, 23% of land in Thailand is still at risk from climate change (Pomoim et al., 
2022). The frequency and severity of wildfres might lead to the collapse of fre-
sensitive forests. Thailand lost 11.0 kha of its tree cover due to fres between 2001 
and 2021, and 2.29 Mha due to all other loss-causing factors (Vizzuality, 2022). The 
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year 2010 recorded 1.02 kha of tree cover lost as a result of fres, accounting for 
0.76% of the total tree cover decline for that year. 140 kha of total land had already 
been burnt in 2022. With 2.4 Mha, 2004 had the most reported fres in a year. 
Moreover, Thailand received a total of 50,787 Visible Infrared Imaging Radiometer 
Suite (VIIRS) Alarms fre alerts between December 9, 2019 and December 5, 2022. 
Most of the forest fres are believed to have started in the Doi Suthep-Pui National 
Park located in Chiang Mai, a province in northern Thailand (Karen, 2020). 

The second-largest city in Thailand, Chiang Mai, has abundant forest, water, 
and mineral resources (Pongruengkiat et al., 2022). Shifting cultivation seems to 
be a popular method of forest development in Chiang Mai (World Bank, 2009). The 
province’s forest cover declined by 1.71% between 1995 and 2015 (Lee et al., 2022). 
Chiang Mai’s illegal deforestation has grown to be a signifcant issue for forest 
preservation. The majority of the Mae Chaem District in Chiang Mai province was 
used for maize farming. This area was cleared of forests and burned stubble, which 
contributed to pollution and created hotspots that experienced a severe rise in heat 
between February and March 2015 (Phayakka et al., 2022). Chiang Mai had a natu-
ral forest coverage across 72% of its area as of 2000 (Vizzuality, 2022). 6.92 kha of 
Chiang Mai’s humid primary forest was lost between 2002 and 2021, accounting for 
6.4% of the city’s overall loss of forest vegetation during that time. The province lost 
7.29 kha of primary vegetation in 2021, which is equal to 4.02 Mt of carbon dioxide 
emissions. Chiang Mai received a total of 10,642 VIIRS Alarms fre alerts between 
December 9 2019 and December 5, 2022. 

As part of its Nationally Determined Contribution (NDC) conforming to the 
Paris Agreement, Thailand recently declared goals to grow its forest cover by 23% 
by 2030 which is included in its new national policy (‘Thailand’s Updated Nationally 
Determined Contribution (NDC).pdf’, 2020) and increase the economic [plantation] 
forest land by 15% (The Twelfth National Economic and Social Development Plan 

(2017-2021) – The Twelfth National Economic and Social Development Plan (2017-

2021) – OD Mekong Datahub, 2018). Within the context of sustainable management 
of forests, mitigation techniques in the LULUCF domain have been suggested to 
help with GHG reduction. The Government of Thailand has been working to combat 
climate change in order to comply with the United Nations Framework Convention 
on Climate Change (UNFCCC). The Climate Change Master Plan (2012–2050) of 
Thailand provides a framework for integrated climate change policies and imple-
mentation strategies (‘Thailand TNC.pdf’, no date). Then, to assist in the immediate 
combating of climate change, the National Strategies on Climate Change (2013–2017) 
were formed. A signifcant contributor to deforestation, specifcally in the mountain-
ous environment of northern Thailand, is the conversion of natural forests into agri-
cultural areas (Hermhuk et al., 2019). Thailand’s Ministry of Natural Resources and 
Environment (2013–2018) set goals to prevent deforestation, restore damaged forests, 
and expand the extent of forests to over 17 million hectares by 2016 (‘Thailand TNC. 
pdf’, 2018). Thailand received a fnancing grant from the Forest Carbon Partnership 
Facility (FCPF) in 2016 for REDD+ (Reducing Emissions from Deforestation and 
Forest Degradation Plus) Readiness Phase activities to be carried out between 2016 
and 2019. The REDD+ approach, which is viewed as a global system of centralized 
forest control, was established by the UNFCCC. Targeted principally at developing 
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countries, REDD+ offers fnancial incentives for these nations to protect their forests 
in order to lower carbon emissions and, thereby, lessen the dangers of climate change 
(Kombate et al., 2022). The Intergovernmental Panel on Climate Change (IPCC) 
proposes using a combination of feld inventories and Earth observational data with 
the REDD+ approach to quantify and evaluate the rates of variations in the carbon 
stocks within forest ecosystems that are released because of forest degradation. In 
particular, as a result of REDD, there has been a dramatic rise in awareness of and 
funding for forest monitoring systems (Achard and Hansen, 2016). The interest in 
building monitoring systems includes monitoring systems at different levels world-
wide, national, sub-national, as well as community levels. 

In the province of Chiang Mai, both inside and outside of the protected zones, 
forest restoration efforts have been active recently. Forest fres in Chiang Mai are 
brought on by factors such as human activity, tree collisions, and excessive heat. 
A novel approach has been put forth to locate a fre using Internet of Things (IoT) 
devices like heat sensors, light sensors (LDR Photoresistor sensor module), tem-
perature sensors (BME280), smoke sensors (MQ2 module), and Global Positioning 
System (GPS) location sharing modules (Ramasamy et al., 2022). The data is shared 
via blockchain to the chosen units to pinpoint the precise location. By evaluating such 
data, the fre point may be identifed and the course of the forest fre can be forecasted. 
In this manner, the pace of fre can be slowed down and stopped by utilizing both 
natural and man-made techniques. Satellite photographs from Landsat-5 TM (2000) 
and Landsat-8 TM (2015) were utilized to assess and forecast changes in land use 
and land cover between 2000 and 2030 at Doi Suthep-Pui National Park in Chiang 
Mai (Hermhuk et al., 2019). The assessment indicated that the amount of forested, as 
well as non-forested land, varied over the course of the research period. Most notably 
lower montane forests and mixed deciduous forests, during the frst 15 years (2000– 
2015), account for 5% (2.9 km2) of the forest which were converted to agricultural or 
urban sites. The forecast for 2030 revealed a similar pattern, illustrating the impact of 
forest fragmentation as well as the massive amount of patches that emerge. In addi-
tion, it would be expected that such considerable deforestation will lead to habitat loss 
and subsequently reduce biological diversity. Evergreen, mixed, and deciduous for-
ests make up the majority of the country’s forests, whereas mangrove and plantation 
forests are only found in a few locations. It is possible to identify forest areas affected 
by shifting agriculture and establish a strategy for classifying different forest types 
employing satellite technology (World Bank, 2009). With the support of GPS, a video 
camera with a fsheye lens, a rotator system for the video camera, a Polaroid camera, 
and a feld report satellite product can be ground validated. Hence, it has become 
imperative to assess and monitor forest cover degradation and biodiversity in order 
to determine the infuence of activities and even the effectiveness of conservation 
initiatives. The motivation behind this study is steered by the great need to monitor 
forest health in terms of escalating deforestation rates and the universal impacts of 
climate change. Forests play a crucial role in carbon sequestration and biodiversity 
conservation providing essential ecosystem services. In the Chiang Mai region, these 
forests are under signifcant threat from various anthropogenic and natural factors. 
This study aims to address the cautious need for effective monitoring by posing sev-
eral key research questions: How has the forest cover in Chiang Mai changed between 
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2010 and 2020? What are the primary drivers of these changes? And how effective 

are remote sensing tools like NDVI and Enhanced Vegetation Index (EVI) in moni-

toring these changes? By answering these questions, the study seeks to enhance our 

understanding of forest dynamics in Chiang Mai and contributes to the development 

of approaches for sustainable forest management and conservation. 

6.2 STUDY AREA 

Chiang Mai is one of the northern regions of Thailand (between 18° 40′ N and 19° 00′ 
N latitude; 98° 55′ E and 99° 10′ E longitude) (Figure 6.1). It is located approximately 

700 km away from Bangkok in the Chiang Mai-Lamphun inter-montane river basin 

at an elevation of approximately 310 meters above sea level and surrounded by steep 

FIGURE 6.1 Map showing the study area of Chiang Mai selected for the current study. 
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mountain ranges. The city region of Chiang Mai is Thailand’s second-largest prov-

ince, encompassing a total area of 20,107 km2 (Pengchai et al., 2009). Furthermore, 

Chiang Mai is renowned for its rich biodiversity, which supports distinctive foral and 
faunal species (GVI, 2023). The mixed deciduous and dry dipterocarp forests pre-
dominate at low and intermediate elevations, whereas tropical montane cloud forests, 
hill evergreen forests, and pine forests predominate at high altitudes of these regions 
along with other northern provinces of Thailand (Trisurat et al., 2010). This region 
is also critical for conservation because of its different habitats, which range from 
abundant tropical rainforest to dazzled foral blossoms and provide vital habitats for 
endangered animals like the Asian elephant and other rare creatures (GVI, 2023). 
Nevertheless, since the region’s dominant topography ranges from slightly sloped to 
fat terrain along with alluvial deposits, this region’s forests have been converted to 
croplands for several decades (Sangawongse et al., 2005; Trisurat et al., 2010). Hence, 
during the past 50 years, more than 80% of Thailand’s forests, including most in the 
north, have been degraded, which is causing serious concerns about deforestation due 
to large-scale agriculture, poor water resource management, forest fres, and poor 
management of national resources in Chiang Mai (City Life Chiang Mai, 2023). Thus, 
the current study is focused on assessing the change in the health of vegetation that 
has occurred in the last decade (2010–2020) in the Chiang Mai region. 

6.3 METHODOLOGY 

The adopted methodology for the current project on assessing vegetation health of 
the Chiang Mai region is illustrated in Figure 6.2, which involves acquiring multi-
spectral data, masking clouds, clouds shadows, and water bodies, calculating spec-
tral indexes, classifcation, spatiotemporal data fltering, mapping of the area covered 
by forest, and analysing decadal changes in forest cover. 

FIGURE 6.2 Flowchart showing the methodology of processing vegetation indices in the 
GEE platform. 
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6.3.1 DROUGHT 

In the era of remote sensing, researchers all over the world have been extensively 

using various satellite datasets for monitoring forest condition, extent, and health. 

Remote sensing provides the synoptic coverage and repeatability, which turned 

out as a massive advantage in monitoring programmes. Scientists have developed 

various vegetation indices using spectral properties for qualitative and quantitative 

assessment of vegetation. A brief description of the commonly used vegetation indi-

ces is provided below. 

6.3.1.1 Vegetation Indices 

The growth of vegetation phenology research has gained prominence in the con-

temporary geospatial area since phenology methodologies allow precise character-

ization of spatial-temporal variations in terrestrial biogeochemical systems (Adole 

et al., 2018; Tang et al., 2016). Thus, in the current study area, two forest cover indi-

ces, EVI and NDVI, have been selected and processed in GEE using satellite datas-

ets. Then, using satellite data covering the ten-year period between 2010 and 2020, 

the aforementioned indices analysed by GEE were utilized to evaluate the change in 

plant cover that occurred in the Chiang Mai region. 

6.3.1.2 NDVI 

NDVI is an indicator derived using data bands of satellite, which provides an approx-

imation of the vegetation’s density and vitality at a pixel predicated on varying levels 

of refected sunlight taken up by satellite data in the visible spectrum (0.4–0.7 μm) 
and near-infrared (0.7–1.1 μm) band (NIR) (Haindongo, 2009; Schmid, 2017; Urf, 
2017; Zito, 2021). Whereas healthy plant leafets absorb the majority of the red 
band (0.63–0.69 μm) in photosynthesis by using chlorophyll to make glucose via 
water and carbon dioxide, their cell walls considerably refect the NIR band (Earth 
Observatory, 2022; Schmid, 2017). If more light is refected in NIR wavelengths than 
in visible wavelengths, the pixel appears certain to be vegetated by healthy leaves 
as light in the visible red band is already absorbed by plants (Bruning et al., 2020). 

NDVI is the most extensively used indicator for estimating vegetation cover and 
productivity across the several remote sensing-based vegetation indicators used in 
agricultural monitoring (Field et al., 1998; Myneni et al., 1997; Panda et al., 2010; 
Pettorelli et al., 2005). For monitoring modifcations in agricultural systems, veg-
etation parameters like growing season duration, beginning date of lushness, and 
maximal photosynthetic activity are commonly extracted from NDVI dataset (Hill 
& Donald, 2003; Lee et al., 2002; Xin et al., 2002). These phenological indicators 
highlight many properties of terrestrial ecosystems for acquiring a detailed under-
standing of land cover function and structure as well as associated changes (Chuine 
et al., 2003; Ganguly et al., 2010). 

NDVI is determined from the aforementioned satellite data bands using the fol-
lowing equation (Eq. 6.1) 

NIR − RED
NDVI =  . (6.1) 

NIR + RED 
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NDVI values vary from 0.1 (rock, sand, and snow), 0.3 (sparely concentrated veg-

etation), and 0.6 (temperate vegetation) to 1.0 (maximum possible density of vegeta-

tion e.g., rainforests). Water is indicated by NDVI values less than zero. 

6.3.1.3 EVI 

The NDVI can minimise the majority of the effects related to equipment calibration, 

solar angle, terrain, clouds, shadows, and variations in atmospheric conditions, but 

it is prone to saturation. As a result, it has been enhanced and adjusted to produce 

the EVI (Eq. 6.2), which can more precisely refect vegetation growth variations in 
places with extensive vegetation cover (Diao et al., 2021; Huete et al., 2002). EVI 
is therefore considered to be an improved NDVI with greater sensitivity to dense 
biomass zones and enhanced vegetation monitoring capabilities (Huete et al., 1999) 
through lowering atmospheric infuences and detaching canopy background signals. 
Since the EVI performs better than the NDVI, the MODIS “Land Discipline Group” 
has selected it as a primary global-based vegetation index in monitoring the health 
of terrestrial photosynthetic plants (Huete et al., 1999). Since then, it has received 
prominence in distinct studies (Boles et al., 2004; Nagler et al., 2005; Soudani et al., 
2006; Waring et al., 2006; Xiao et al., 2004). 

EVI is computed using the specifed equation (Huete et al., 2002) in Eq. (6.2) 

(NIR − RED)
EVI = G . (6.2) 

+ 
1 × R C

2 × BLUE + LNIR C  − 

The gain factor (G) is set to 2.5, the aerosol resistance is adjusted with C
1
 and C

2 
set at 6.5 and 7. The canopy background is corrected with L, set at 1 and the NIR, 
red, and blue refectance correspond to the wavelengths (Waring et al., 2006; Xiao 
et al., 2004). 

6.3.2 APPLICATION OF GEE IN ASSESSING VEGETATION COVER INDICES 

GEE has been commonly utilized in recent times for world-scale applications such 
as measuring global forest cover changes; forest growth, decline, and restoration as 
well as crop yield assessment from 2000 utilizing substantial databases of Landsat 
scenes (Langner et al., 2018; Venkatappa et al., 2019). Several studies have also 
proven the ease with which the GEE can integrate many sources of spatiotemporal 
satellite datasets and automated image classifcation methods for fora and land cover 
monitoring (Langner et al., 2018; Parente & Ferreira, 2018; Shelestov et al., 2017; 
Tsai et al., 2018). The vegetation thresholds across specifc land use categories are 
required to estimate land use at scale utilizing GEE, and all these thresholds could 
be derived by analysing the successional behaviour of the vegetation at distinct tem-
poral and spatial scales. 

Datasets in GEE can be obtained and edited with a JavaScript and Python API 
(“Application Programming Interface”) (Google, 2022c). Furthermore, the GEE 
Code Editor, an IDE (“Integrated Development Environment”) (Google, 2022b), that 
uses the JavaScript API, provides immediate access to all GEE functionalities with-
out having to enable or set up any additional services. GEE stores information in 
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Google’s enormous cloud computing network and effciently conducts calculations 
utilizing parallel computing, which means workloads are dispersed across multiple 
CPUs in data centres (Gorelick et al., 2017). The GEE Code Editor Scripts, men-
tioned below, have been used to retrieve NDVI, and EVI output from satellite images 
(Landsat 5 for the year 2010 and Landsat 8 for the year 2020), covering the study 
area, to mainly asses the state of persisting vegetation health across the study area 
between 2010 and 2020. The custom scripts produced in this thesis integrate parts 
from offcial Google services (Google, 2022a; NDVI Mapping, 2022). According 
to the code provided in the Appendix, GEE incorporates a feature for evaluat-
ing the health of the vegetation across the study area by estimating the NDVI and 
EVI for image outputs from the RED, GREEN, BLUE, and NIR, frequency bands 
of Landsat 5 and Landsat 8. 

The values obtained are stored in new bands. The GEE scripts used to construct 
the aforementioned indices consist of six major components. Firstly, there is a fea-
ture collection that receives the plot coordinates as point features. Secondly, spe-
cifc satellite image-based NDVI, and EVI functions determine the aforementioned 
indices from the corresponding satellite images. The Fmask function, which deter-
mines which pixels will be eliminated based on their categorization, is the third (e.g., 
clouds, snow, and water). Additionally, image collections that outline which informa-
tion from which sensor and period will be used to calculate the vegetation cover indi-
ces, adding instructions to generate time series plots for each set of images. Then, 
as csv fles, the index data can be retrieved from them by giving instructions to add 
feature collections (plots) and image data (NDVI, and EVI) as map layers onto the 
Google Maps base map. In addition, the Data flter function shown in Figure 6.2 has 
been utilized to choose the satellite images taken throughout the study’s time period 
(2010–2020). These datasets were processed using the aforementioned approaches 
and procedures in order to evaluate the change in plant cover that occurred in the 
area of Chiang Mai. 

Other than the estimation of vegetation indices, the GEE Code Editor Scripts has 
also been used to analyse the change in forest cover that took place between has also 
been executed, by considering the same satellite datasets (Landsat 5 and Landsat 8 
2020) considered previously to estimate vegetation indices. GEE has been employed 
to execute the feature for assessing the change in forest cover area that occurred over 
the study area between 2010 and 2020 by estimating their respective image outputs 
utilizing the RED, GREEN, BLUE, and NIR frequency bands from Landsat 5 and 
Landsat 8. 

6.3.3 TRAINING AND VALIDATION DATA SAMPLES 

Three LULC classes (forest, water, and others) comprise the shifting landscape 
mosaic that characterizes the study area. Using the GEE platform and the satel-
lite data shown in Figure 6.2, exactly 152 points were given to the forest, which is 
the study’s primary emphasis, and then 88 and 60 training points were assigned to 
water and others. This was done to evaluate the method’s applicability and effective-
ness. Data for training was gathered from Google Maps’ high-resolution layer. Thus, 
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TABLE 6.1 

The Total Number of Validating Points 

for Each LULC Class 

Classes Validating Points 

Forest 152 

Water 88 

Other 60 

Total 300 

300 validation sites were created using the same basic visual layers and manually 

selected on a random basis (Table 6.1). 

6.4 RESULTS 

In this section, the pattern of vegetation health across decades is examined using the 

aforementioned GEE scripts as well as satellite images from 2010 to 2020. For this 

project, the change in vegetation cover and land cover that took place between 2010 

and 2020 has been evaluated. 

6.4.1 VEGETATION INDICES ANALYSIS 

According to Figure 6.3a, in 2010, the total NDVI of the research region ranged 

between −1 and 1, and by 2020, the NDVI (Figure 6.3b) ranged between −0.3 and 

1. The negative change in the NDVI from −1 to −0.3 from 2010 to 2020 clearly 

indicates the change in the vegetation scenario leading to its degradation by 2020. 

In terms of NDVI outputs, it depicts a vegetation degradation scenario, with up to 

70% degradation in vegetation health occurring in the study area between 2010 

and 2020 across various zones within the research region, mainly across the south-

ern part. 

Figure 6.4a shows that in 2010, the overall EVI of the research region varied 

between −0.3 and 1, and that by 2020, the EVI (Figure 6.4b) ranged between −0.5 

and 1. Thus, in the instance of EVI, a negative shift in the NDVI from −0.3 to −0.5 

from 2010 to 2020 clearly shows a change in the vegetation environment that would 

lead to its degradation by 2020. Unlike the NDVI, In terms of EVI outputs, it dis-

plays a vegetation health degradation scenario, with up to 20% vegetation degra-

dation occurring between 2010 and 2020 throughout several zones in the research 

regions extending from northwestern to southeastern portion. 

6.4.2 VEGETATION HEALTH ANALYSIS 

Using the GEE Code Editor, the Spatiotemporal scenario of vegetation health across 

the research area was evaluated after the indices (NDVI, EVI) spanning the study 
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FIGURE 6.3 NDVI estimates generated from GEE Code Editor of the years (a) 2010 and 

(b) 2020 covering the Chiang Mai region. 

area were analysed. This has been done by creating the mean output by combining 

the NDVI and EVI outputs, as shown in Figure 6.3. Figure 6.5 a and b illustrates the 

spatiotemporal extent of the vegetation health across the study area during 2010, and 

the altered vegetation health by 2020 has been executed. After analysing the vegeta-

tion indices (NDVI, EVI) throughout the study region, the Spatiotemporal scenario 

of vegetation health was evaluated using the GEE Code Editor. This was accom-

plished by combining the NDVI and EVI data to get the mean output displayed in 

Figure 6.1. As shown in Figure 6.5 a and b, the spatiotemporal extent of vegeta-

tion health across the research region in 2010 has already changed by 2020. Thus, 

from the vegetation health output, it is clear that there has been negative change or 

deterioration in vegetation health across the study area. 

Furthermore, there has been a decrease in vegetation health by up to 70%, as 

shown in Figure 6.5. Thus, following the difference in vegetation health between 

2010 and 2020, an output (Figure 6.6) showing the difference has occurred to the 

vegetation health. 
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FIGURE 6.4 EVI estimates generated from GEE Code Editor of the years (a) 2010 and 

(b) 2020 covering the Chiang Mai region. 

As per Figure 6.5a, it can be observed that across the regions, i.e., sub-provinces of 

Phrao, Mae Chaem, Samoeng, MaeWung, Hom Thong, and Kae Mae On, the overall 

condition of vegetation health was within the range of healthy to a very healthy state. 

Whereas the vegetation health of sub-provinces along the east, such as Doi Lo, and 

Sarappi, was moderate. Then the vegetation health city of Chiang Mai, along with the 

sub-provinces of Omkoi, Doi Tan, and Hot, is within the range of poor to very poor. Then 

in Figure 6.5b, it can be observed that the overall vegetation health all across the region 

of Chiang Mai has degraded in 2020 compared to 2010. As can be evidenced from the 

study by Global Forest Watch (2023), Chiang Mai consisted of approximately 1.50 Mha 

of natural forest i.e. covering 68% of its total area in 2010, by 2021, that forest covering 

approximately 7.29 kha area had vanished, which led to CO2 emissions of 4.03 Mt. 

6.4.3 VEGETATION COVER CHANGE ANALYSIS 

In the current study, the vegetation indices and the health have been analysed in 

the Chiang Mai region over the last ten years (2010–2020), and its penultimate 
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FIGURE 6.5 Vegetation health estimates generated from GEE Code Editor of the years 

(a) 2010 and (b) 2020 covering the Chiang Mai region. 

analysis includes mapping of the vegetation and the changes that have occurred in 

its area during this period. Thus, to analyse the vegetation change that occurred 

between 2010 and 2020, a land cover change assessment has been performed using 

the second aforementioned GEE script and the same satellite datasets that were 

used to estimate vegetation indices and health. Figure 6.7a and b depicts the land 

cover scenarios for the study area in 2010, and in 2020, which are divided into 

three classes: Water bodies, forests, and other areas. The land cover scenarios 

show that the concentration of other areas has increased in 2020 compared to 

2010 in the northern, eastern, and southeastern regions of the elongated study area. 

Thus, it is clear, that there have been substantial decrease in the area covered 

by forests. Aside from that, the area covered by aquatic bodies in 2020 has also 

decreased as compared to 2010. 

The negative changes in vegetation cover have been more pronouncedly portrayed 

by extracting the area that has undergone forest cover loss during the decade (2010– 

2020), and it has been separately depicted in Figure 6.8. It can be observed that the 

loss of area covered by other areas is relatively minimal. Whereas, the loss of forest 
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FIGURE 6.6 Vegetation health differences in the study area between 2010 and 2020. 

area is extensive in the northern and elongated eastern and southeastern sections of 

the Chiang Mai Region. Figure 6.8 depicts the grave consequences of anthropogenic 

factors such as land use changes and deforestation, which lead to a decrease in the 

area under forest cover to such an extent, in a very short period due to the anthropo-

genic factors, that it becomes practically impossible or very diffcult to restore forest 
cover in that particular area or zone. 
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FIGURE 6.7 Land cover scenarios generated from GEE Code Editor showing changes in 

vegetation cover of the Chiang Mai region over the years (a) 2010 and (b) 2020. 

6.4.4 VALIDATION 

Accuracy Assessment is used in this work to conduct validation, which is considered 

in this study, because it has been an essential advancement in processing remotely 

sensed data as it establishes the data estimation of the following information to a 

user. As a result, four categories of accuracy assessment techniques are applied in 

this study to examine the accuracy of the estimated land cover change maps of the 

study region from 2010 to 2020: Producer’s accuracy (PA), User’s accuracy (UA), 

Overall accuracy (OA), and Kappa coeffcient (K) (Table 6.2). 
When comparing the percentage ranges of the UA, PA, OA, and percentages of the 

change in land cover, according to the accuracy assessment values listed in Table 6.1, 
it can be concluded that PA is more effective than the other methods, particularly in 
this study. 

6.5 IMPLICATIONS OF THE STUDY 

The fndings of this research on monitoring forest cover changes in the Chiang Mai 
province of Thailand have important implications for both academicians and forest 
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FIGURE 6.8 Scenario of forest cover loss in the Chiang Mai Area that have occurred 

between 2010 and 2020. 

managers. For academicians, the study demonstrates the effectiveness of incorpo-

rating remote sensing techniques with machine learning algorithms, providing a 

framework for monitoring and evaluating forest cover dynamics in other regions. 

It also highlights the potential for improving vegetation indices like NDVI and 

EVI through continued research and analysis. Additionally, the study points out the 

importance of combining remote sensing data with in-person observations to gain a 
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TABLE 6.2 

Classifed Values of Individual LULC Classes for 

Calculating (PA, UA, OA, K) 

Classes PA (%) UA (%) 

Forest 100 90.91 

Water 71.43 82 

Other 75 50.94 

OA 72.72 (%) 

K 0.6626 

more comprehensive understanding of land use changes and their impacts on forest 

ecosystems. 

For forest managers and policy makers involved in sustainable forest management 

and climate change mitigation efforts, the study stresses the urgency of addressing the 

declines in EVI and NDVI, indicating deterioration in vegetation health and an equiva-

lent reduction in forest cover over the past decade. The results also identify the sub-

provinces of Chiang Mai city and Omkoi as experiencing more substantial tree cover 

loss, primarily driven by urbanization and agricultural expansion, underscoring the 

need for targeted interventions. Forest managers can utilize the insights gained from 

this study to develop and implement comprehensive management strategies focused 

on sustainable practices, such as protection, rehabilitation, afforestation, and reforesta-

tion, to ensure the long-term health and resilience of Thailand’s vital forest ecosystems. 

6.6 CONCLUSION 

While all of the study areas are experiencing decreasing EVI and NDVI, resulting 

in deterioration of vegetation health and a consequential decrease in area under for-

est cover within the most recent decade (2010–2020), most probably due to negative 

consequences from changes in land use. Thus, it can be concluded by stating that 

among the sub-provinces of the region Chiang Mai, the Chiang Mai city and Omkoi 

has endured higher amount of tree cover loss than other regions. Furthermore, this 

name of tree cover loss indicated the urbanization and agriculture have been the 

main reason for degradation of forest cover in these two regions. As a result, a man-

agement strategy should be devised to prevent the global decline of forest cover via 

sustainable forest management, which includes protection, rehabilitation, afforesta-

tion, and reforestation. Additionally, efforts should be increased to stop forest degra-

dation and to support the international effort to combat climate change. Other than 

that, from the point of view of the techniques applied to conduct this study, it can be 

stated that remote sensing analyses like this one will eventually aid in improving our 

understanding of our forest ecosystems, possibly leading to improved NDVI, EVI, or 

some other indices, which in turn can instigate us to take necessary aforementioned 

steps and restore forest health in the near future. Climate change would be, and 

most certainly already is, one of the most serious concerns that remote sensing and 
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geospatial technology must address. Moreover, initiatives for protected regions in 

Chiang Mai were created with the aid of integrated Geographic Information System 

(GIS) databases for animal conservation and landscape analysis (Lee et al., 2022). 

Although remote sensing alone cannot be utilized to evaluate the current and his-

torical state of forest stands, the comprehensiveness of analysis can be considerably 

increased by combining remote sensing techniques with in-person observations of 

modifcations in land use. As a result, including data subsets, ideally as co-variables, 
in the analysis is critical. These data subsets should be an automatic and standard-
ized feature of any remote sensing investigation in the long term. Artifcial intelli-
gence (AI) and Information and Communication Technologies (ICT) have emerged 
as powerful tools in advancing the United Nations Sustainable Development Goals 
(SDGs). By harnessing the capabilities of AI, we can accelerate progress towards a 
more sustainable future. One of the keyways AI contributes to sustainable develop-
ment is by enhancing in breaking down complex global challenges. AI can analyse 
vast datasets to identify trends and insights related to poverty, hunger, health, educa-
tion, and environmental degradation, enabling targeted interventions and resource 
allocation. For instance, AI can help predict weather patterns, assess the impact of 
climate change, and optimize the use of renewable energy sources, aiding in devel-
oping more effective strategies for disaster risk reduction, sustainable agriculture, 
and energy consumption. Moreover, AI’s role in education is another area where 
its impact is profound. AI can personalize learning experiences through adaptive 
learning platforms that cater to the individual needs of students, thus improving 
access to quality education globally and aligning with SDG 4. Additionally, AI can 
be used to develop new technologies and products that can help address sustain-
able development challenges, such as generating and conserving energy, improving 
agricultural productivity, and reducing pollution. ICT, on the other hand, plays a 
crucial role in enabling access to information and communication services, which 
is essential for achieving many of the SDGs. However, the integration of AI and 
ICT into SDG efforts also presents challenges, including ethical considerations, data 
privacy concerns, and the digital divide. Ensuring that these technologies are inclu-
sive, transparent, and aligned with human rights is crucial to leveraging them for the 
global good without exacerbating inequalities or undermining privacy and security. 
In conclusion, AI and ICT hold immense potential for advancing the SDGs, from 
enhancing our understanding of global challenges to revolutionizing essential ser-
vices and empowering communities. According to the study by Janga et al. (2023), 
remote sensing AI has become a powerful tool in the fght against deforestation. By 
combining satellite data with deep learning algorithms, researchers can accurately 
map and monitor forest cover changes over time. This information is crucial for 
enforcing conservation policies, identifying illegal logging activities, and developing 
sustainable forest management strategies to protect biodiversity and mitigate climate 
change. Extreme Gradient Boosting (XGBoost) models, in particular, have shown 
promising results in differentiating classes with subtle spectral differences, enhanc-
ing classifcation performance in forest monitoring applications, thus this approach 
of integrating AI systems can solve the current research questions in a more fruitful 
way in the context of our research on Chiang Mai forests (Chen & Guestrin, 2016). 
This in turn supports the schema of SDG 15: Life on Land. 
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APPENDIX: EARTH ENGINE CODES 

// For_2010 data pre-processing 
var L5 = ee.ImageCollection(“LANDSAT/LT05/C02/T1_TOA”) 
var image_1 = ee.Image( 
L5.flterBounds(chiangmai) 
.flterDate(‘2010-01-01’,’2010-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
var image_2 = ee.Image( 
L5.flterBounds(roi2) 
.flterDate(‘2010-01-01’,’2010-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
var image_3 = ee.Image( 
L5.flterBounds(roi3) 
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.flterDate(‘2010-01-01’,’2010-12-31’) 

.sort(‘CLOUD_COVER’) 

.frst() 
); 
var image_4 = ee.Image( 
L5.flterBounds(roi4) 
.flterDate(‘2010-01-01’,’2010-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
// For MOSAIC_2010 
var mosaic_1 = ee.ImageCollection.fromImages([image_4, image_3, image_2, 

image_1]).mosaic() 
var Landsat_2010 = mosaic_1.clip(chiangmai); 
Map.addLayer(Landsat_2010, {bands: [‘B4’, ‘B3’, ‘B2’]}, ‘FCC-2010’); 
//Map.centerObject(chiangmai, 9); 
//Map.addLayer(chiangmai, {}, ‘roi’); 
// For NDVI_2010 
var RED= Landsat_2010.select(‘B3’); 
var NIR= Landsat_2010.select(‘B4’); 
var NDVI_2010= NIR.subtract(RED).divide(NIR.add(RED)); 
Map.addLayer(NDVI_2010, par2, ‘NDVI-2010’); 
// For EVI_2010 
var EVI_2010 = Landsat_2010.expression(‘2.5*(b2-b1)/(b2+6*b1-7.5*b0+1)’, { 
b2: Landsat_2010.select(“B4”), 
b1: Landsat_2010.select(“B3”), 
b0: Landsat_2010.select(“B1”) 
}) 
Map.addLayer(EVI_2010, par3, ‘EVI-2010’); 
// For HEALTH_2010 
var HEALTH_2010 = NDVI_2010.add(EVI_2010).divide(2); 
Map.addLayer(HEALTH_2010, par4, ‘HEALTH-2010’); 
// For_2020 data pre-processing 
var L8 = ee.ImageCollection(“LANDSAT/LC08/C02/T1_TOA”) 
var image_5 = ee.Image( 
L8.flterBounds(chiangmai) 
.flterDate(‘2020-01-01’,’2020-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
var image_6 = ee.Image( 
L8.flterBounds(roi2) 
.flterDate(‘2020-01-01’,’2020-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
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var image_7 = ee.Image( 

L8.flterBounds(roi3) 
.flterDate(‘2020-01-01’,’2020-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
var image_8 = ee.Image( 
L8.flterBounds(roi4) 
.flterDate(‘2020-01-01’,’2020-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
// For MOSAIC_2020 
var mosaic_2 = ee.ImageCollection.fromImages([image_8, image_7, image_6, 

image_5]).mosaic() 
var Landsat_2020 = mosaic_2.clip(chiangmai); 
Map.addLayer(Landsat_2020, {bands: [‘B5’, ‘B4’, ‘B3’]}, ‘FCC-2020’); 
// For NDVI_2020 
var RED= Landsat_2020.select(‘B4’); 
var NIR= Landsat_2020.select(‘B5’); 
var NDVI_2020 = NIR.subtract(RED).divide(NIR.add(RED)); 
Map.addLayer(NDVI_2020, par5, ‘NDVI-2020’); 
// For EVI_2020 
var EVI_2020 = Landsat_2020.expression(‘2.5*(b2-b1)/(b2+6*b1-7.5*b0+1)’, { 
b2: Landsat_2020.select(“B5”), 
b1: Landsat_2020.select(“B4”), 
b0: Landsat_2020.select(“B2”) 
}) 
Map.addLayer(EVI_2020, par6, ‘NDVI-2020’); 
// For HEALTH_2020 
var HEALTH_2020 = NDVI_2020.add(EVI_2020).divide(2); 
Map.addLayer(HEALTH_2020, par7, ‘HEALTH-2020’); 
// For IMAGE_DIFFERENCE 
var image_diff = HEALTH_2010.subtract(HEALTH_2020) 
Map.addLayer(image_diff, par8, ‘IMAGE_DIFFERENCE’); 
//Export 
Export.image.toDrive({ 
image: image_diff, 
description: “image_diff”, 
region: chiangmai, 
scale: 30, 
crs: “EPSG:23948” 
}) 
Change in forest cover: 

// For_2010 
var L5 = ee.ImageCollection(“LANDSAT/LT05/C02/T1_TOA”) 
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var image_1 = ee.Image( 

L5.flterBounds(chiangmai) 
.flterDate(‘2010-01-01’,’2010-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
var image_2 = ee.Image( 
L5.flterBounds(roi2) 
.flterDate(‘2010-01-01’,’2010-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
var image_3 = ee.Image( 
L5.flterBounds(roi3) 
.flterDate(‘2010-01-01’,’2010-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
var image_4 = ee.Image( 
L5.flterBounds(roi4) 
.flterDate(‘2010-01-01’,’2010-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
// For MOSAIC_2010 
var mosaic_1 = ee.ImageCollection.fromImages([image_4, image_3, image_2, 

image_1]).mosaic() 
var Landsat_2010 = mosaic_1.clip(chiangmai); 
Map.addLayer(Landsat_2010, {bands: [‘B4’, ‘B3’, ‘B2’]}, ‘FCC-2010’); 
var sample = water.merge(forest).merge(others) 
var bands = [‘B1’,’B2’,’B3’,’B4’] 
var input = Landsat_2010.select(bands) 
var training = input.sampleRegions({ 
collection:sample, 
properties: [‘class’], 
scale:30}) 
var Classifer = ee.Classifer.smileCart().train({ 
features: training, 
classProperty: ‘class’, 
inputProperties: bands}) 
//CLASSIFY THE INPUT IMAGERY 
var L_2010 = Landsat_2010.select(bands).classify(Classifer); 
//COLOUR PALETTE 
var palette = [ 
‘1618ff’, // water (0) // blue {htmlcolorcodes.com} 
‘2ac132’, // forest (1) // green 

https://www.htmlcolorcodes.com
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‘ffb58e’, // others (2) // yellow 

]; 

//DISPLAY COLOUR RESULT 

Map.addLayer(L_2010, {min:0, max:2, palette: palette}, ‘LULC-2010’); 

// For_2020 

var L8 = ee.ImageCollection(“LANDSAT/LC08/C02/T1_TOA”) 

var image_5 = ee.Image( 

L8.flterBounds(chiangmai) 
.flterDate(‘2020-01-01’,’2020-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
var image_6 = ee.Image( 
L8.flterBounds(roi2) 
.flterDate(‘2020-01-01’,’2020-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
var image_7 = ee.Image( 
L8.flterBounds(roi3) 
.flterDate(‘2020-01-01’,’2020-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
var image_8 = ee.Image( 
L8.flterBounds(roi4) 
.flterDate(‘2020-01-01’,’2020-12-31’) 
.sort(‘CLOUD_COVER’) 
.frst() 
); 
// For MOSAIC_2020 
var mosaic_2 = ee.ImageCollection.fromImages([image_8, image_7, image_6, 

image_5]).mosaic() 
var Landsat_2020 = mosaic_2.clip(chiangmai); 
Map.addLayer(Landsat_2020, {bands: [‘B5’, ‘B4’, ‘B3’]}, ‘FCC-2020’); 
//Map.addLayer(Landsat_2020, par1, ‘True_color’) 
var sample = water.merge(forest).merge(others) 
var bands = [‘B2’,’B3’,’B4’,’B5’] 
var input = Landsat_2020.select(bands) 
var training = input.sampleRegions({ 
collection:sample, 
properties: [‘class’], 
scale:30}) 
var Classifer = ee.Classifer.smileCart().train({ 
features: training, 
classProperty: ‘class’, 
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inputProperties: bands}) 

//CLASSIFY THE INPUT IMAGERY 

var L_2020 = Landsat_2020.select(bands).classify(Classifer); 
//COLOUR PALETTE 
var palette = [ 
‘1618ff’, // water (0) // blue {htmlcolorcodes.com} 
‘2ac132’, // forest (1) // green 
‘ffb58e’, // others (2) // yellow 
]; 

//DISPLAY COLOUR RESULT 
Map.addLayer(L_2020, {min:0, max:2, palette: palette}, ‘LULC-2020’); 
//CHANGE DETECTION 
var LULC_change = L_2020.subtract(L_2010); 
Map.addLayer(LULC_change, {min:0, max:2, palette: palette}, ‘LULC change’); 

https://www.htmlcolorcodes.com
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7.1 INTRODUCTION 

In India, there is a serious issue with the management of municipal solid waste 

because of the enormous amounts that are produced daily as well as environmental 

and aesthetic concerns. Even though only 31% of Indians live in urban areas, the 

country’s 377 million people (as of the 2011 Census of India) produce a staggering 

143,449 metric tonnes of municipal solid waste each day, according to the Central 

Pollution Control Board (CPCB), 2014–15, and these numbers rise every day as the 

population grows. The operation of waste management entails many challenges, 

and among them, waste collection is the most challenging because of the signif-
cant expenses involved (Gerdes and Gunsilius, 2010). A total of 1.15 lakh metric 
tonnes per day (TPD) or 42.0 million tonnes of municipal solid waste are produced 
in urban India each year, of which 83,378 TPD are produced in 423 Class-I cities. 
Waste produced in 423 Class-I cities’ accounts for 72.5% of all waste produced daily, 
and this needs to be addressed frst. Municipal solid waste is made up of 40%–55% 
inert material, 30%–55% biodegradable (organic) matter, and 5%–15% recyclables 
(CPCB India, 2018). For several municipalities in developing countries, the cost of 
waste collection accounts for over 70% of the budget for solid waste management 
(Rotich et al., 2006), compared to 60% or less in developed nations (Brunner and 
Fellner, 2007). According to estimates, between 80% and 90% of municipal waste 
is disposed of in landflls without using adequate management techniques and burn-
ing it openly, which pollutes the air, water, and soil (Ahluwalia and Patel, 2018). 
The mobility of waste to various facilities, including transfer stations, provisional 
storage sites, and landflls, as well as the operating expenses and operational of this 
infrastructure, are all included in the total cost of solid waste management in several 
municipalities of cities in developing countries (Bhattacharya et al., 2018). This has 
compelled numerous towns, particularly in the industrialized world, to launch cost-
effective research projects like route optimization (De Bercegol et al., 2017). 

India has recently emerged as a market for recycling, although recycling perfor-
mance has fallen short of expectations. However, a few Indian cities, like Indore, 
Surat, Alleppey, Bobbili, Panaji, and Pune, have demonstrated a favourable attitude 
towards the choice of SWM tactics. Additionally, it has been noted that towns are 

https://doi.org/10.1201/9781032683928-7
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mostly concentrating on the collection aspect while neglecting advance treatment 

(Kumar and Agrawal, 2020). Swachh Bharat Mission, the government of India’s 

fagship programme, was introduced in 2014 with the goal of providing every family 
with access to basic sanitation services, including toilets, as well as embracing sci-
entifc methods for the collection, processing, and disposal of municipal solid waste 
(Mohanty et al., 2021). The mission places a strong emphasis on each stakeholder’s 
commitment to bringing about a discernible change in society along with the quality 
and sustainability of the service delivery. 

Any SWM system’s collection/transport component serves as its centrepiece since 
it makes it simple to assess the system’s effectiveness and expenses. The operation 
includes moving garbage from production or assembly locations to transfer stations, 
processing facilities, or fnal dumping sites. As a result, it has the greatest impact and 
is the most expensive part of the waste management system because it consumes the 
largest portion of the cash municipalities have set aside for SWM. 

Modern integrated GIS technology gives decision-makers access to a sophisti-
cated modelling framework that allows them to assess and simulate a variety of 
SWM-related issues. In fact, the GIS tool has been used to simulate a number of waste 
management applications, including landfll and transfer station placement, collec-
tion and transportation optimization, and local forecasting of garbage (Karadimas 
and Loumos, 2008). On the basis of suitable route optimization software, a num-
ber of models for the collection and transportation of SW have been established. 
Additionally, the location of recycling drop-off locations has been accomplished 
using GIS technology (Chang and Wei, 2000); waste management in coastal areas 
has been optimized (Sarptas et al., 2005); solid waste generation has been estimated 
using local demographic and socioeconomic data (Vijay et al., 2005); and waste gen-
eration prediction at the local level (Dyson and Chang, 2005). In order to improve the 
effectiveness of waste collection and transportation in Patna city, Bihar (India), an 
optimization was created using the QGIS Network Analyst tool. This involved allo-
cating waste bins and optimizing vehicle routing in terms of travelled distance and 
operational parameters while taking into account all the necessary setting param-
eters, including population density, waste generation rate, bins locations, and collec-
tion vehicles. 

7.2 STUDY AREA 

The capital of the state of Bihar is Patna, which is located 15 kilometres from where 
the Ganges and the Ganges rivers converge. It is a completely landlocked state that 
is situated in a transitional region with regard to climate, economy, and culture. It 
is situated halfway between the humid West Bengal in the east and the subhumid 
Uttar Pradesh in the west. On the southern bank of the Ganga River is Patna city, a 
signifcant administrative and academic hub. The Ganga, Sone, and Punpun rivers 
all encircle the city on three sides, giving it an extremely lengthy riverfront. The 
Patna Urban Agglomeration (PUA) Area has seen rapid expansion at a rate of 48.13% 
(1991–2001), which is higher than the average growth rates for the Patna district 
(30.6%) and the state (28%). This issue is a result of both internal population growth 
in Patna and migration from the hinterland. The Patna Municipal Corporation is 
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FIGURE 7.1 Location map of the Patna municipal corporation. 

in possession of 108.87 km2. There are 75 wards allocated under the executive 

administration of six administrative circles: Azimabad Division, Bankipur Division, 

Kankarbagh Division, New Capital Division, Patliputra Division, and Patna City 

Division (Figure 7.1). As of now, 2,321,000 people are expected to live in Patna city 

in 2023. There are 1,234,931 people who can read and write in Patna city, 685,849 

of whom are men and 549,082 of whom are women. Male and female literacy rates 

in Patna were 87.35% and 78.89%, respectively, with the city’s average literacy rate 

being 83.37%. A total of 885 women for every 1000 men live in Patna city. For every 

1000 boys, there are 877 girls. 13,696 slums total, with a population of 77,034 peo-

ple, are located in Patna city and its outgrowth. There are 1,684,297 people living in 

Patna city and its expansion, or about 4.57% of the city’s total population. In the city 

of Patna, 86.39% of the population practise Hinduism. With 12.27% of Patna resi-

dents practising it, Islam is the second most prevalent religion. Buddhism comes in at 

0.02%, Jainism at 0.09%, Sikhism at 0.23%, and Christianity at 0.51% in Patna city. 

7.3 MATERIALS AND METHODS 

7.3.1 DATA COLLECTION AND DATABASE CREATION 

Utilizing the GIS environment “Quantum Geographic Information System” (QGIS), 

a spatial database was created using maps, data from municipal and statistics agen-

cies, Open Street Map (OSM), monitoring and feldwork, and information from liter-
ature. The necessary information relates to the research area’s geographic and urban 
features as well as the specifcs of the garbage collection process. The ward and 
circle map have been georeferenced and digitized from the Global Positioning Data 
using QGIS software. The following information was gathered and processed in the 
appropriate formats (vectors, tables, and raster): the delineation of the study site, 
the municipality’s detailed land use plan, the population distribution and density, a 
satellite image (Google Earth), the road network, and the current waste collection 
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infrastructural facilities. Ward-wise population data was collected from the munici-

pal offce. All necessary information and facts have been gathered, including the 
starting point’s location, the number of workers, the route taken and the coordinates 
of the collection points, the state of the waste when it was generated, the state of the 
containers and bins, the transfer station, the volume of waste that was collected, and 
the amount of energy used. 

7.3.2 HEATMAP OF GVP 

We sequentially collected GVP data from each ward of Patna Municipal Corporation. 
In this study, a total of 483 GVP locations were identifed and geographic location of 
each of the GVP was recorded through online GPS Map Camera mobile app. Finally, 
all the points recorded on GIS platform and shapefle was created of GVP location 
within the city. Heatmap of GVP locations were analysed based on QGIS software, 
with 10-millimetre radius. The quantity of points in a location is used to compute the 
density. When there are fewer GVPs, the area they cover within the municipality is 
larger and they are less dense; in contrast, when there are more GVPs, there are more 
GVP sites inside the cluster. 

7.3.3 ROUTE OPTIMIZATION 

Firstly, it is considered that the nodes formed at street intersections serve as potential 
secondary collection places for a given road network. Hubness seems to be associ-
ated with the occurrence of distance concentration, which is usually expressed as the 
proportion between some criterion of dispersion (e.g., standard deviation) and some 
assess of magnitude (e.g., the mean) of distances of all GVP points in a data set to 
some arbitrary reference point (Aggarwal et al., 2001; Franc’ois, 2007). Distance to 
nearest hub tool creates lines that join each feature of an input garbage vulnerable 
points (GVPs) to the nearest point in a secondary collection point. Distances are cal-
culated based on the centre of each secondary collection point. By using the sample 
mean of the GVP distribution as a point of comparison, it can be seen that a GVP 
point’s location in the data space signifcantly affects the value of its k occurrences. 
For combinations of secondary collection point distributions and distance measures 
for which hubness occurs, as well as for various values of k, we also made equiva-
lent observations. Secondary collection hubs typically look near to the means of the 
individual GVP distributions of multimodal data distributions, such as those formed 
from a combination of unimodal distributions. The solution is then determined by a 
function that considers a number of factors, including the shortest distance, second-
ary collection points, GVP locations, and the road network. 

7.3.4 STATISTICAL ANALYSIS 

Descriptive statistics of the waste collection characteristics have been done through 
Microsoft Excel. Cross-correlation analysis is performed to estimate the relationship 
between infrastructure availability and waste production characteristics in the study 
area. All the analysis is performed at 0.05 signifcance level. 
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7.4 RESULTS 

The development of a solid waste management system requires evaluation of trash 

generation. The overall weight and volume of trash generated by the community 

the management system serves are more crucial in terms of planning and design, 

even though per capita waste output is a metric that is required for demonstrating 

trends in consumption and production. Figure 7.2 illustrates the spatial distribution 

of population density in Patna Municipal Corporation. Based on the population 

density, the study area is divided into four categories, namely (i) <1500 persons per 

sq km, (ii) 1500–3000 persons per sq km, (iii) 3000–4500 persons per sq km, 

and (iv) 4500 persons per sq km. Results show the maximum population density is 

distributed in the northern part, north-east, and small pockets of central region in 

Patna municipality. The lowest population density is distributed in the southern and 

western parts of the municipality. The medium population density is distributed in 

the central part of the study area. 

Figure 7.3 illustrates the spatial density of GVPs in Patna Municipal Corporation. 

The highest density of GVPs are mainly distributed in the Kankarbagh and Bankipur 

circles. The lowest GVPs density are mainly observed in the Azimabad and New 

Capital circles. The lowest GVPs density is observed in Patna and Patliputra circles. 

The amount of garbage created will also change as a result of the growing popula-

tion, which is directly related to changing lifestyles and consumption patterns. Urban 

inhabitants’ daily lives provide evidence of the shifting consumption patterns, such 

as their propensity to purchase fast food that uses, for instance, throwaway food con-

tainers. The growth in waste creation is signifcantly impacted by this consumption 
style. The city of Patna serves as a major draw for migrant populations. The popula-
tion is growing due to migration as well as natural birth rates. 

The growing generation of municipal solid trash is seen to be a result of population 
density, which is seen as a threat to the environment. There are various restrictions 

FIGURE 7.2 Spatial distribution of ward-wise population density in Patna municipal 
corporation. 
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FIGURE 7.3 Heatmap of garbage vulnerable points in Patna municipal corporation. 

on waste handling, both in terms of transportation and issues with fnal shelter, as a 
consequence of the population density and the range of life levels in the population. 
Figure 7.4a illustrates amount of waste generation and its geographical area. Results 
showed moderate and positive relation (R2 = 0.37) in the study area. Figure 7.4b showed 
the correlation between population distribution and the amount of waste generation 
in Patna Municipal Corporation. Results showed there is strong positive correlation 
(R2 = 0.93) between population and waste generation in the study area. A signif-
cance p-value of less than 0.05 confrms this fnding. 

A cross-correlation matrix is created to identify the relationship between waste 
management assets and estimated waste generation in the study area. Results showed 
moderate positive relationship between number of vehicles and estimated waste gen-
eration per sq km (r2 = 0.319) and waste generation per lakh population (r2 = 0.420) 
in the study area. Moreover, a strong positive correlation is observed between work-
force and waste production/in TPD (r2 = 0.849) and total waste generation (r2 = 
0.844). The strong negative relationship is observed between waste generation per sq 
km (r2 = −0.690) and waste generation per lakh population (r2 = −0.616). 

Figure 7.5 represents the circle-wise spatial variation of waste management prac-
tices adopted by Patna Municipal Corporation. Figure 7.5a showed the spatial dis-
tribution of workforce in which the maximum number of workforces is allocated 
for Azimabad Circle and the lowest number of workforces is allocated for Bankipur 
Circle. Figure 7.5b showed the maximum number of vehicles is allocated for New 
Capital Circle followed by Bankipur Circle. The lowest number is assigned for 
Kankarbagh Circle. Figure 7.5c showed the spatial distribution of quantity of waste 
generation in PMC. 

Road network map has been prepared which covers all the possible streets requir-
ing services. An attribute of road class is added as per the survey map of the study 
area (Figure 7.6). The command area of a secondary collection point, contributing 
solid waste to that particular location is computed considering the shortest distance. 
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FIGURE 7.4 Correlation between waste generation and area in sq km (a) and number of 

population (b) in Patna municipal corporation. 

The connectivity between the nearby secondary collection locations acts as the net-

work’s links, while the centres of each secondary collection point act as its nodes. 

Based on the distance to hub tool used for the new route identifcation with the help 
of existing road network and location of secondary collection points to identify the 
shortest route which will cover less distance and covers maximum waste collection 
points with a less overlap. Figure 7.6 suggested the circle-wise newly shortest route 
and connectivity among the GVPs and secondary collection points in the study area. 
The revised route decreased the overall distance travelled, resulting in a gradual 
reduction in fuel usage. As a result, the expenses associated with collection (collect-
ing) and pollution emissions decreased. 
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FIGURE 7.5 Circle-wise (a) workforce distribution, (b) vehicle allotment, and (c) quantity 

of waste generation in Patna municipal corporation. 

Table 7.1 displays the distance for both the current and ideal garbage collection 

routes for automobiles. Table 7.1 displays the precise distance-based percentage 

changes for all parcels between the current and optimized routes. For the collection 

and delivery of waste, route optimization studies often concentrate on determin-

ing the shortest distance or minimal driving durations. The maximum difference 

of route is calculated for New Capital Circle (12.76 km), followed by Kankarbagh 

Circle (10.47 km). The lowest difference is calculated for Patna City Circle (5.78 km), 

followed by Bankipur Circle (6.04 km). Moreover, the maximum saving effciency is 
calculated for Bankipur Circle (31.09%), followed by Patna city (26.06%). The low-
est saving effciency is calculated for Patliputra (15.05%), followed by New Capital 
(17.30%) Circle. 

7.5 DISCUSSION 

Due to the adoption of a contemporary lifestyle, the ever-growing population in 
Patna Municipal Corporation has caused the generation of solid waste, resulting in 
the degradation of the land, water, and air resources. Household solid wastes—also 
referred to as trash or garbage—are the solid waste produced by various urban local 
entities (Sinchana et al., 2021). A growing number of instances involving risks to 
human health have been caused by the unregulated and improper disposal of such 
garbage. In the management of solid waste and garbage collection places, GIS can be 
used successfully (Wu et al., 2020). Secondary collection stations must be assigned 
by determining proximity distances that are convenient to the people in order to 
prevent open dumps of waste. To prevent bin overfow, bin size should be chosen 
taking into account the quantity of waste produced and the frequency of collection. 
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FIGURE 7.6 Circle-wise shortest path analysis between secondary collection points and 

garbage vulnerable points. 

Waste collection routes may be properly decided using GIS, which will save collec-

tion costs. Also, this approach aids in identifying the intermediary nodes from which 

the shortest path is determined. User can easily determine the path from which the 

shortest distance can be acquired. 

The QGIS tool was used in this study to build an optimization in order to increase 

the effectiveness of waste collection and transportation in the Patna municipality of 

Bihar. Large-scale MSW production in the Patna metropolitan regions has turned 

into a signifcant environmental problem. Urban municipal governments are devoted 
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TABLE 7.1 

Circle-wise Comparison between Existing Route and Optimize Route 

Circle Existing Route Optimize Route Difference (in km) Saving Effciency (%) 

Bankipur 19.43 13.39 6.04 31.09 

Patna City 22.18 16.4 5.78 26.06 

Azimabad 26.54 19.66 6.88 25.92 

Patliputra 50.62 43 7.62 15.05 

New Capital 73.76 61 12.76 17.30 

Kankarbagh 56.21 45.74 10.47 18.63 

to providing services, but they are having trouble managing this situation effectively 

due to the increased severity of issues. The main issues with MSW management at 

PMC are caused by inadequate waste segregation at the source, a low level of house-

to-house collection, a large number of open vats, ineffective waste transport systems 

with outdated vehicles, ineffective collection in newly acquired areas, and an inef-

fective informal recycling system. 

Network analysis is used in this study to determine the best path for collect-

ing waste from different waste collection points throughout the city (Malakahmada 

et al., 2014). The infuence of the weather and road conditions on driving, however, 
was not examined in this study. From each pickup point to the closest garbage site, 
we calculated the shortest or best path. According to this study, employing effcient 
routing and procedures can result in signifcant cost savings. This can be done by 
cutting down on overall route distance. According to this study, employing effcient 
routing and procedures can result in signifcant cost savings. This can be done by 
cutting down on overall journey distance. 
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8.1 INTRODUCTION 

Visceral leishmaniasis (VL) or kala-azar is a poverty-related infection, which affects 

the poorest among the poor. Previous studies illustrated that malnutrition, displace-

ment, poor housing, illiteracy, gender discrimination and sickness of the immune 

system and defcit of resources are typically associated with the occurrence of VL 
(Desjeux, 2001; Thakur, 2000; http://www.emro.who.int). The characteristics of a 
population can help to determine the possible impact of VL infection and the trends 
and patterns of VL over space and time. The association between population charac-
teristics and the VL infection is diffcult to measure; however, previous study showed 
certain factors do affect a person’s exposure to VL infection (Actor, 1960; Cerf et al., 
1987; Dye and Williams, 1993). Some risk factors are clearly man-made, such as 
migration, deforestation, urbanization or changes in the human host’s susceptibility 
to infection, such as immunosuppression and malnutrition (Assimina et al., 2008; 
Roland, 2002). Alternatively, socioeconomic factors are conditions that may affect 
the VL transmission and propagation of a person or group. These factors include 
education, occupation and income and related to VL infection. Preliminary studies 
conducted by Kesari et al. (2010), Costa et al. (2005) and World Health Organization 
(WHO) (2002) showed households and demographic characteristics are intimately 
associated with VL transmission. These kinds of associations are important to con-
sider when deciding whether connections exist between the population characteris-
tics and VL outcomes. 

In VL endemic areas, augmented infection risk is interceded through poor hous-
ing structures and environmental cleanliness, need of personnel fortifcation mea-
sures and economically obsessed migration and employment that fetch people in to 

http://www.emro.who.int
https://doi.org/10.1201/9781032683928-8
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get in touch with infected sand fies (Alvar et al., 2006). The importance of VL as 
a hindrance to economic development is still not fully recognized although there is 
little doubt that the disease is poverty-related (Alvar et al., 2006). Bihar in India, one 
of the economically most deprived states where 80% of the families in VL-affected 
villages were found to belong to the poorest two quantities in terms of wealth dis-
tribution (Boelaert et al., 2009). Over the last decade there have been at least seven 
attempts to estimate the fnancial and economic costs incurred by VL cases in India 
(Meheus et al., 2006; Sarnoff et al., 2010; Sundar et al., 2010), Nepal (Adhikari et al., 
2009; Rijal et al., 2006; Sharma et al., 2004) or Bangladesh (Sharma et al., 2006). 
The principal cost driver was observed to be the income lost because of illness (i.e. 
an indirect cost), which may correspond to 60% of the total household expenditure 
(Meheus et al., 2006). 

In the present study, considering the socioeconomic characteristics of the popula-
tion, a quantitative and qualitative assessment was carried out to measure the ‘high’ 
and ‘low’ kala-azar transmission areas. The village-level population characteristics 
data, such as population density, illiteracy rate, unemployed population, family size, 
agricultural density and nutritional density was collected from the census and remote 
sensing data to demarcate the ‘high’ and ‘low’ kala-azar transmission zone based on 
Geographical Information System (GIS) platform. 

8.2 MATERIALS AND METHODS 

8.2.1 STUDY AREA 

Muzaffarpur district is situated on the northern Bihar in India, extended from 25°54  ́
33.83˝N to 26°22´57.38˝N latitude and 84°52´17.07˝E to 85°45´51.34˝E longitude 
(Figure 8.1). The district had a population of 4,778,610 of which male and female 
populations were 52.68% and 47.32%, respectively (as per 2011 Census, India, http:// 
www.census2011.co.in/census-/district/68muzaffarpur.html). The population den-
sity of the district is 1,506 persons km2. In Muzaffarpur District, the total literate 
populations were 2,601,665 of which male and female were 59.16% and 40.84%, 
respectively. The average literacy rate of Muzaffarpur was higher in 2011 (65.68%) 
compared to 2001 (47.95%). The total working population is 37.93% of the total pop-
ulation, while 58.19% of the men and 15.86% of the women are working population, 
respectively. The main working population is 29.81%, while 62.07% is non-working 
population of the total population in the study area. 

8.2.2 CENSUS DATA COLLECTION AND BASE LAYER PREPARATION 

In this study, location data and census data for Muzaffarpur district at the village 
level were collected from the Department of Census, Bihar, India (Census of India, 
2001, http://censusindia.gov.in/). In this research, location data and population 
data for the 2,047 villages of Muzaffarpur districts were collected from the census 
records (Available at: http://muzaffarpur.bih.nic.in/). Annual population estimates 
for each census tract were calculated by the projected population growth equation 

http://www.census2011.co.in/census-/district/68muzaffarpur.html
http://www.census2011.co.in/census-/district/68muzaffarpur.html
http://censusindia.gov.in/
http://muzaffarpur.bih.nic.in/
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FIGURE 8.1 Location map of the study area. 

(Equation 8.1) with an annual component of population data from the 2001 demo-

graphic census. 

Projected population = Populationof thedemographiccensus year 
 2.38 (8.1) 

× 1+ ^ ( Populationof theestimated year − 1)
 

100  

The indicators were developed to refect some key characteristics in relation to 
the VL transmission socioeconomic condition and population in the census tracts in 
the study period, namely (i) population density, (ii) illiteracy rate, (iii) family size, 
(iv) percentage of the unemployed population, (v) agricultural density and (vi) nutri-
tional density. 
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8.2.3 MEASURES OF ANNUAL DISEASE INCIDENCE RATE 

The number of reported VL cases came from government-ran hospitals, clinics and 

Public Health Centers (PHCs) and State Health Society, Bihar during the period of 

2007–2011. For the purpose of this study, a fve year average annual incidence rate 
(CIR) was calculated per 1,000 populations for the period of 2007–2011. The numer-
ator of fve years CIR was the sum of all kala-azar cases recorded during 2007–2011, 
and the denominator was the average number of people at risk per 1,000 populations 
during this period. Finally, the cumulative incidence rates for each census tract were 
calculated for Muzaffarpur district. For conducting a GIS-based analysis of the spa-
tial distribution of kala-azar, the village-level point and polygon layer were gener-
ated. All kala-azar cases were geo-coded and matched to the village-level layers of 
polygon and point by administrative code using the software ArcGIS 9.1 (ESRI Inc., 
Redlands, CA, USA). 

8.2.4 SATELLITE DATA DERIVATION AND ANALYSIS 

To measure the agricultural density and nutritional density in the study area, the crop 
land and agricultural land was delineated from the Landsat 5 (30 m spatial resolution/ 
16 days of revisiting interval) Thematic Mapper (TM) data (Path/row – 141/42; Date 
of pass – 16-06-2009), derived from the USGS Earth Explorer Community (http:// 
earthexplorer.usgs.gov/) (Herbreteau et al., 2005). A land use map was generated 
using supervised classifcation technique based on a maximum likelihood algorithm 
(MXL) to identify the crop and agricultural land. The map has been categorized into 
three classes, such as (i) crop land, (ii) agricultural land and (iii) the other land cover 
category. From the land use map, crop land and agricultural land were extracted 
separately based on recoding technique in ERDAS Imagine software (v.9.1). Finally, 
village-wise area of interest (.aoi) layer was generated to extract the information of 
crop land and agricultural land for each village. However, the nutritional density and 
agricultural density of the study villages were calculated using the formula followed 
by Trewartha (1953) and Singh and Dhillon (2004) and integrated with the GIS data-
base for further analysis. 

8.2.5 SPATIAL AUTOCORRELATION AND SMOOTHING 

To describe the spatial autocorrelation of the population parameters, the univariate 
global Moran’s I statistics were calculated to comprehend whether adjacent villages 
having greater similarity in terms of the target indicator than would be expected con-
sidering a clustered/random pattern. The Moran’s I statistics can take values rang-
ing from −1 to +1 and is positive for direct correlation and negative when inverse 
(Câmara et al., 2002; de Almeida et al., 2011). Moran’s I measures whether concur-
rent areas have a stronger resemblance to the studied indicator than that expected in 
a random distribution. 

However, a continuous surface was derived from discrete samples with measured 
values using the inverse distance weighting (IDW) method. The goal of spatial inter-
polation is to create a surface that is intended to best represent empirical reality thus 

http://earthexplorer.usgs.gov/
http://earthexplorer.usgs.gov/
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the method selected must be assessed for accuracy for local scale studies. However, 

the IDW interpolation technique estimates cell values by averaging the values of vil-

lage data points in the neighbourhood of each processing cell (Willmott, 1984) and is 

sensitive to outliers. The closer a point is in the centre of the cell being approximated, 

the more weight, or infuence it has in the averaging method. This process presumes 
that the parameters being diagrammed decrease in infuence with distance from its 
sampled location (Fisher et al., 1987; Hu et al., 2007; Zarina et al., 2010), and best 
with evenly distributed spatial features. However, by using this procedure smoothed 
polygon layers were generated that yield a less heterogeneous thematic layer, usually 
referred to as smooth. Each of the indicators of population characteristics is catego-
rized into a defnite class based on the geometric interval. 

8.2.6 KALA-AZAR TRANSMISSION RISK MODEL 

The weighted linear combination model was used by assuming the socioeconomic 
characteristics such as population density, family size, unemployed population, illit-
eracy rate, agricultural density and nutritional density of the area either individually 
or in combination are known to be associated with the occurrence of kala-azar in the 
Indian sub-continent. Weighted linear combination, a familiar method, is applied for 
the common measurement scale of values to assorted and unalike inputs to produce 
an integrated analysis (Banai-Kashani, 1989; Malczewski, 2000; Satty, 1980). The 
association between population characteristics and the average annual incidence rate 
of VL per village-wise was tested by the Spearman rank correlation (rho) method to 
estimate their infuence on VL transmission in this particular region. The analysis 
was executed with <0.05%. 

According to the relative importance of each criteria for kala-azar transmission, 
simple weightings/ratings were evaluated for all of the input variables, leading to 
the weighted linear model. We utilized rating systems based on values from 1 to 5, 
where ‘5’ means very highly suitable, ‘4’ highly suitable, ‘3’ moderately suitable, ‘2’ 
less suitable and ‘1’ very less/unsuitable. The model customized the environmental 
and socioeconomic factors encompassing the ranges of different variables associated 
with the transmission of kala-azar, including high population density, large family 
size, higher illiteracy rate, large number of unemployed population, agricultural den-
sity and high nutritional density. Data for each criterion are standardized through 
linear transformation (Equation 8.2). 

S (8.2) 
X
i − Xmin i = ,

Xmax − Xmin 

where Si is the standardized value for the original value Xi, Xmin is the lowest original 
value and Xmax is the highest original value. However, the scores and weights of the 
each variable were assigned according to the spatial association of VL incidence rate 
with each category of demographic variables, estimated through overlay analysis as 
well as univariate statistical analysis. 

Conversely, it is not possible to use Equation 8.2 because of the variables (i.e. unem-
ployed population) of the model is nominal. Therefore, a ranking procedure based on 
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expertise and knowledge the data converted into standardizing range such as, 1–5. 

Finally, each input raster is weighted a per cent infuence based on its importance to the 
model of rho values. The total infuence for all rasters equals 100%. The cell values of 
each input raster are then multiplied by the raster’s weight (Equation 8.3). 

∑n 
w x

i=1 i i

I = 
n , (8.3) 

∑ w
i=1 i 

where I is the index value, n is the number of criteria, wi is the weight for criteria i, 
and xi is the standardized value for criteria i. 

In this weighted linear combination model, population density per km2 has a 10% 
infuence, family size at 30% infuence, illiteracy at 25% infuence, the unemployed 
population at 15% infuence, agricultural density at 10% infuence and nutritional 
density at 10% infuence has been assigned. 

8.3 RESULTS 

8.3.1 DISEASE INCIDENCE OF THE STUDY AREA 

A total of 15,905 cases and 127 deaths were recorded in the study area during the 
period of 2007–2011. The highest number of cases (4,920) was recorded in 2007; 
however, the numbers of cases were decreasing in trend (Figure 8.2). The highest 
incidence rate of VL was also calculated in 2007 (11.40 kala-azar cases per 10,000 
populations) and the lowest incidence rate was calculated in 2011 (4.99 kala-azar 
cases per 10,000 populations). The mean annual incidence rate is 4.00 per 10,000 
populations among the villages in Muzaffarpur district, which is recorded in 
(Table 8.1). 

FIGURE 8.2 Year-wise distribution of kala-azar cases and death in Muzaffarpur district. 
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TABLE 8.1 

Population Characteristics of Muzaffarpur District 

Standard Standard 

Variables Mean Median Mode Error Deviation Kurtosis Skewness 

Average annual incidence 4.00 2.33 1.69 0.14 5.00 17.24 3.46 

rate/1,000 population 

Family size 5.46 6.05 6.05 0.03 1.42 0.37 −0.52 

Illiteracy rate (%) 64.67 64.99 100 0.28 12.39 0.68 −0.14 

Population density (km2) 385.71 119.62 115.6 34.71 1531.39 175.49 11.63 

Income (%) 43.97 43.51 43.10 0.23 10.31 4.77 0.66 

Agricultural density 0.80 0.47 0.45 0.04 1.17 19.35 3.97 

Nutritional density 0.09 0.06 0.01 0.005 0.19 14.58 10.71 

8.3.2 ASSOCIATION BETWEEN POPULATION DENSITY 

AND AVERAGE ANNUAL INCIDENCE OF VL 

A village-level database of population density of Muzaffarpur district was gen-

erated based on the census report. The result showed that the population density 

of Muzaffarpur district varies from 41.20 to 1173.85 per km2 (Table 8.1). Highest 

density was recorded in the western part of the district, and some small pockets 

were also delineated on the southern part and the northern part of the district. In 

the district, the lowest density was recorded from eastern and north-central part 

of the study area. Spatial autocorrelation of population density per km2 among the 

adjacent villages in the district showed clustered pattern (Moran’s I = 0.36, Z score 

41.17, p < 0.01). Figure 8.3a also shows the relationship between population den-

sity and average annual incidence rate of VL during the period of 2007–2011 in 

Muzaffarpur district. It is observed that that the intensity of occurrence increases 

with the increase in population density in the study area. A quantitative analysis of 

the distribution of VL in relation to population density reveals a positive correlation 

(rho = 0.27, p < 0.005). 

8.3.3 ASSOCIATION BETWEEN FAMILY SIZE AND 

AVERAGE ANNUAL INCIDENCE OF VL 

In Muzaffarpur district, a positive and strong relationship was established between 

the family size and VL occurrences (rho = 0.47, p < 0.000). In the district, very small 

part of the area showed a family size with less than 5.0, observed in the central and 

northeastern part (Figure 8.3b). The spatial autocorrelation of family size among the 

villages across the study site showed a clustered pattern (Moran’s I = 0.48, Z score 

57.22, p < 0.01). However, the concentration of disease is also higher with the area 

extended by larger family size. Family size in this region varies from 2.02 to 10.41, 

with an average mean size of 5.46. It is, therefore, concluded that the occurrence of 

VL increases with the increase of family size. 
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FIGURE 8.3 Population characteristics of Muzaffarpur district (a) Population density of 

vs. average annual incidence of VL during the period from 2007 to 2011, (b) Family size vs. 

average annual incidence of VL during the period from 2007 to 2011, (c) Illiteracy rate vs. 

average annual incidence of VL during the period from 2007 to 2011, (d) Agricultural den-

sity vs. average annual incidence of VL during the period from 2007 to 2011, (e) Unemployed 

per cent of population vs. average annual incidence of VL during the period from 2007 to 

2011, (f) Nutritional density vs. average annual incidence of VL during the period from 2007 

to 2011. 

8.3.4 ASSOCIATION BETWEEN ILLITERACY RATE AND 

AVERAGE ANNUAL INCIDENCE OF VL 

The illiteracy rate of Muzaffarpur district varies from 12.16% to 87.65%, with an 

average of 64.67%. The lowest illiteracy rate was found in the central part of the 

district (less than 40%). In the study area, the highest illiteracy rate was viewed on 

the northern and northeastern part of the district. Some small pockets of higher illit-

eracy were also portrayed in western and southern part of the district (Figure 8.3c). 
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However, the spatial distribution of the illiteracy group of people across the district 

showed clustered pattern (Moran’s I = 0.73, Z score 86.47, p < 0.01). Moreover, the 

frequency of occurrence of VL in the study area reveals positive and signifcant 
relationship (rho =0.38, p < 0.05) with the illiteracy rate, indicating that these two 
variables tend to increase together. 

8.3.5 ASSOCIATION BETWEEN UNEMPLOYED POPULATION 

AND AVERAGE ANNUAL INCIDENCE OF VL 

The spatial distribution of the unemployed population in Muzaffarpur district showed 
clustered pattern (Moran’s I = 0.67, Z score 79.64, p < 0.01). Figure 8.3e shows that 
the per cent of unemployed population is highest in the western part of the district; 
some small pockets are also found in the eastern and northern part. The percentage 
across the district is varied from 17.3 to 98.73. The overlay analysis indicated that 
when the per cent of the unemployed population increase, the VL occurrence rate is 
also increasing. A statistical analysis by the Spearman rank correlation coeffcient 
method confrmed the strong positive relationship between these two variables. A 
correlation coeffcient (rho) of 0.37 with p < 0.001 was found, indicating that the two 
variables tend to increase together. 

8.3.6 ASSOCIATION BETWEEN AGRICULTURAL DENSITY 

AND AVERAGE ANNUAL INCIDENCE OF VL 

The agricultural density of Muzaffarpur district varies from 0.01 to 9.28 (SD±1.17). 
The spatial autocorrelation of the agricultural density villages showed clustered 
pattern (Moran’s I = 0.51, Z score 37.26, p < 0.01) across the district. Based on 
the agricultural density values, the district is divided into the fve categories 
using geometric interval, like (1) less than 0.5 – very low agricultural density, 
(2) 0.51–1.00 – low agricultural density, (3) 1.01–2.00 – moderate agricultural density 
(4) 2.01–5.00 – high agricultural density and (5) more than 5.01 – very high agri-
cultural density region (Figure 8.3d). The high agricultural density region was 
delineated in the southern part of the district, and some small pockets in the east-
ern and northern part of the district. Moreover, the western and central part of the 
district is covered with the very low to low agricultural density villages. A simple 
linear relationship was drawn between the agricultural density villages and annual 
incidence rate of VL cases and showed a signifcant relationship (rho = 0.29, 
p < 0.003). 

8.3.7 ASSOCIATION BETWEEN NUTRITIONAL DENSITY 

AND AVERAGE ANNUAL INCIDENCE OF VL 

Nutritional density of Muzaffarpur district has ranged from 0.01 to 3.6 (SD±1.19). 
Based on the nutritional density values, the study area is divided into fve classes 
using geometric interval. The area less than 0.050 nutritional values are consid-
ered as low nutritional density, while the values more than 0.30 is considered high 
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nutritional density of villages. The maximum density records are of the southwestern 

and southern part of the district. Some small pockets of higher nutritional density 

were also recorded from the eastern and northern part of the study area (Figure 8.3f). 

The central part of the district has shown very low nutritional density. The spatial 

autocorrelation between the similar nutritional density villages showed clustered 

pattern (Moran’s I = 0.46, Z-score 34.05, p < 0.01). The spatial relationship between 

the VL affected villages and nutritional density showed a signifcant relationship 
(rho = 0.26, p < 0.033). 

8.3.8 ANALYSIS OF KALA-AZAR TRANSMISSION RISK MODEL 

Kala-azar transmission risk map of Muzaffarpur district derived through popula-
tion characteristics is shown in Figure 8.4 and the relative importance of each 
criterion and their categorization is shown in Table 8.2. The risk index value has 
ranged from 12.5 to 48.0. Based on the geometric interval, the risk index value 
was categorized into (i) ‘high’ risk areas (risk index value >0.40), (ii) ‘medium’ 
risk areas (risk index values 34.55–39.39), (iii) ‘low risk’ areas (risk index values 
25.12–34.54) and (iv) ‘very low’ risk areas (risk index value <25.12). The ‘high 
risk’ areas on the map are shown in ‘dark black’ colour, while the ‘low risk’ areas 
are shown in ‘light grey’. However, the high risk areas were found mostly in the 
western, southern and some small pouch of eastern and northern part of the dis-
trict. On the other hand, the central part of the area showed very low risk for kala-
azar transmission. 

FIGURE 8.4 Raster-based kala-azar transmission risk model developed through demo-
graphic characteristics of Muzaffarpur district 
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TABLE 8.2 

Raster-Based Index Model by Calculating Index Values and Summing Up 

Weighted Cell Values of Demographic Characteristics for Kala-Azar 

Transmission in Muzaffarpur District 

Input Theme Criteria of Weightage Label Weightage 

Population density 10 Less than 100 1 

101–150 2 

151–200 3 

201–250 4 

More than 250 5 

Family size 30 Less than 4.50 1 

4.51–5.00 2 

5.01–5.50 3 

5.51–6.00 4 

More than 6.01 5 

Illiteracy rate 25 Less than 40.00 1 

40.01–50.00 2 

50.01–60.00 3 

60.01–70.00 4 

More than 70.01 5 

Per cent of unemployed population 15 Very low 5 

Low 4 

Moderate 3 

High 2 

Very high 1 

Agricultural density 10 Less than 0.50 1 

0.51–1.00 2 

1.01–5.00 3 

5.01–10.00 4 

More than 10.00 5 

Nutritional density 10 Less than 0.050 1 

0.051–0.100 2 

0.101–0.150 3 

0.151–0.300 4 

More than 0.301 5 

8.4 DISCUSSION 

The Muzaffarpur district of Bihar, India has veteran kala-azar epidemics during the 

twentieth century and assassination of thousands of poor people in each outbreak. To 

fght off the disease and put a stop to the spread of an epidemic, VL-infected individu-
als must undergo expensive medical treatment. Regrettably, the majority of the inhab-
itants of the study sites do not have access to affordable and accessible health care 
due to very poor socioeconomic conditions (Thakur, 2000; World Bank [WB], 1998). 
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Several hypotheses have been delineated by the qualitative and quantitative assess-

ment that the VL disease may be strongly related to socioeconomic variables (Kesari 

et al., 2010; Pascual Martınez et al., 2012; Schenkel et al., 2006). In the present study, 
parameters like population density, family size, illiteracy rate, unemployed popula-
tion, agricultural density and nutritional density were considered and their spatial 
relationship was delineated that may provide as a guideline on how to better allocate 
resources for various VL control measures and improving such factors can have the 
greatest impact on control of the spread of the disease. Alternatively, because of 
the patriarchal nature of Musahar communities in Bihar, literate persons can for-
mulate better-informed health assessments for the family, and hence optimistically 
infuence the prevalence of VL disease (Sheets et al., 2010). 

Population density (i.e. population per square km) is positively correlated with 
the reported incidences during the period. The sand fy vector in India, Phlebotomus 

argentipes, is endophagic (e.g. biting occurs inside houses) and bites in the evening and 
night (WHO, 2001). On the other hand, expanding human population living in over-
crowded conditions with inadequate housing and sanitary facilities increases the likeli-
hood of VL infection (Arias et al., 1996; Costa et al., 1990; Mendes et al., 2002). Thus, 
for example, greater density in terms of household members per room could attract 
more sand fies, growing an individual family member’s exposure to sand fies and, 
consequently, the possibility of acceptance of an infected bite (Reithinger et al., 2010). 

Family size, in general, was also a signifcant variable for VL transmission in 
this region (Pascual Martınez et al., 2012; Schenkel et al., 2006). Our results showed 
that large family size positively associated with the average annual incidence of VL 
in the study site. This seems reasonable because when sand fies are more active, 
chances of sand fy bite and disease transmission increase. Earlier studies, conducted 
by Ranjan et al. (2005), reported that the incidences of VL were higher among cases 
with the past of kala-azar history among the family members in the past year. The 
presence of VL cases in the family might aid the transmission of this disease in the 
presence of sand fy vectors and other conditions favourable for completion of trans-
mission cycle within the house (Bern et al., 2005). 

The geographical difference of illiteracy rate (both the male and female) was con-
sidered as an important socioeconomic indicator for VL transmission. The population 
factors, such as literacy levels, economic eminences, on the occurrence of VL at the dif-
ferent scales have been depicted by other researchers and scientists (Adhikari et al., 2010; 
Joshi et al., 2008; Ranjan et al., 2005). In earlier studies in South Asia, a strong asso-
ciation between kala-azar and poverty has been suggested (Bern et al., 2000; Thakur, 
2000). The results of our analysis illustrated that the areas with unemployed population 
and higher illiteracy were measured highly threat areas for transmission of kala-azar. 
It may be due to the individuals who do not have acquaintance of the symptoms of the 
disease and are unconscious of disease prevention techniques (Hertzman, 1994; Ross 
and Wu, 1995). On the other hand, female literacy rate is crucial for understanding the 
impact of VL as females come forward for treatment only at the last stage of the disease, 
which is mainly due to the social and economic stigma (Singh et al., 2006). 

Moreover, the higher unwaged population is considered as a proxy of income 
status of the geographical area that replicates a poorer living standard and escorts 
to an amplifed risk for transmission. Badly constructed house are simply assaulted 
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by sand fies and symbolize favourite sites for breeding (Schaefer et al., 1995). On 
an average, the household spends $134 on the treatment of family member suffering 
from kala-azar. This represents more than 50% of what is spent on a family member 
in an entire year (Thakur et al., 2008). The defcit of consequence of socioeconomic 
parameters may imitate the relative homogeneity of the study area and the fact that at 
the village level, more contiguous factors establish the risk for disease transmission. 

Agricultural Density is imperative in geography primarily for economic reasons. 
It has proved as a useful index of man-land relationship primarily in an agrarian 
context (Quazi and Quazi, 2006). A higher agricultural density suggests that the 
available agricultural land (i.e. farms) is being used by more and may reach its output 
limit sooner than a nation that has a lower agricultural density. Conversely, an area 
with a low agricultural density essentially has a higher prospective for agricultural 
production. Our study illustrates most of VL cases occurred in the higher agricul-
tural density region. Given that the signifcant relationship demonstrated between 
agricultural density and VL incidences should be considered when modelling the 
transmission risk areas for kala-azar. 

Furthermore, it is a ratio between total population and cultivated area, expressed 
in terms of person per km2 of cultivated land. Additionally, the nutritional density is 
thought to be an indication of living standards of any region. High nutritional density 
is may be due to the greater yield and multiple crops in a year. Our study showed, 
the value of nutritional density less than 0.15 is prone to high kala-azar transmission. 

Finally, based on the proxy indicators of demographic variables, a composite 
raster-based index model was developed with a combination of all these factors (e.g. 
population density, family size, illiteracy rate, unemployed population, agricultural 
density and nutritional density), indicating the ‘high’ and ‘low’ risk of kala-azar 
transmission. Though, there are several limitations of this study, like (i) the variation 
in coverage of VL incidents over the years is probably leading to specious recognition 
of VL risk or non-risk areas; (ii) present study is based on secondary data available 
in a census record and as such the present analysis is based on passive case detection 
that may impede to rule out the opportunity of case underreporting. However, our 
model does not intend to assess the prevalence of disease, but only to recognize at 
the micro-level, and the areas showing a high risk potential for VL transmission in 
relation to population characteristics. Moreover, the model is based on the secondary 
database, and not any conventional feld survey is required to collect the population 
characteristics. Similarly, remote sensing technique aids to estimate the crop and 
agricultural land of the study area, to delineate the agricultural and nutritional den-
sity. However, the risk map derived through the demographic proxy variables may 
help to control the kala-azar in delineating feasible areas of kala-azar transmission to 
strengthen the control strategy. It may also be suggested that all people alive with a 
risk of contagion need not be ‘infective’ due to other co-factors may be involved, such 
as the surrounding environment, reservoir and other biological factors. Nevertheless, 
a comparatively high risk of kala-azar transmission can be consistently expected 
with escalating values of ‘risk’ as delineated by this model. This information may 
be of value to health practitioners and health planners, who may employ this map as 
well as information to determine and plan for kala-azar supervision activities as well 
as to necessitate alleviation programmes for the focused intervention. 
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Supply 
A Case Study in PNG 
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and Nosare Maika 

9.1 INTRODUCTION 

Most countries that have full supply (90–100%) of electricity are experiencing dra-

matic increase in their economic sector and prosperity. In order to improve people’s 

life in rural areas, the reliable and affordable electricity access is a basic requirement. 

The healthcare and education systems processes including economic growth will be 

greatly improved through available and reliable electricity. Electrifcation development 
and roll out needs close consideration in terms of investment opportunity and sustain-
ability. Sustainable electricity or energy involves the responsible generation, distribu-
tion, and utilization of power resources to meet current needs while safeguarding the 
ability of future generations to meet their own needs. The sustainable electricity pro-
duction revolves around harnessing renewable energy sources like solar, wind, hydro, 
and geothermal power, which are naturally replenished and emit minimal greenhouse 
gases. The practices prioritize energy effciency, conservation, and the reduction of 
environmental impact. This includes promoting the adoption of clean technologies, 
improving energy infrastructure, and implementing policies that support renewable 
energy deployment. Additionally, sustainable energy initiatives aim to foster social 
equity, economic development, and environmental stewardship, ensuring that energy 
access is affordable, reliable, and equitable for all communities. By transitioning 
toward sustainable energy systems, societies can reduce reliance on fnite fossil fuel 
resources, mitigate climate change, and build a more resilient and prosperous future. 

Thus according to Nerini et al. (2016), thorough planning for electrifcation options, 
site location, construction, and distributions is required. The planning should aim at 
being sustainable from social point of view, economic and environment point of view 
(Neves and Leal, 2010). Electricity is a vital resource for populations, businesses, and 
industries worldwide. Presently, emerging and advanced technologies offer alterna-
tives to grid-connected power, by exploring other renewable energy sources. Adoption 
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of renewable energy offers several substantial advantages, including a reduction in the 

consumption of fossil fuels and the harnessing of readily available resources. There 

are concerted efforts to extend electricity access to even the most remote areas, with 

a focus on leveraging hybrid connection systems that integrate renewable energy 

sources while still incorporating the conventional grid infrastructure. Furthermore, 

Papua New Guinea (PNG) is among the countries classifed as least developed in 
terms of infrastructure and the provision of essential services and basic necessities. 

It has been emphasized that the challenges associated with electrifcation pro-
duction and supply to remote areas in PNG are multifaceted. These constraints are 
primarily attributed to the extensive distances required for electricity transmission 
lines and pole distribution, the intricate and challenging topography that complicates 
the installation of such infrastructure, resulting in elevated costs. Additionally, issues 
related to land ownership, the region’s low population density, limited education 
levels, low load density, and insuffcient revenues further compound the challenges 
(Kaur and Segal, 2016). Furthermore, the absence of robust market infrastructure 
hinders the attraction of private investors for power production and supply. PNG 
government has now established national electrifcation policy (NEP) to have con-
trol over on and create pathways and solutions toward electrifcation roll out to rural 
places (PNG National Energy Policy [NEP], (2017). This is in line to supporting and 
enforcing national pillars put forward and vision 2050 to supply power from renew-
able energy and sustainable energy sources (NEP, 2017). The more possible means of 
establishing rural electrifcation can be through hybrid system development as illus-
trated in Figure 9.1. The other possible means of rural electrifcation supply can be 

FIGURE 9.1 Sub-basins and locations of onsite fow monitoring. 
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through national government capital cost subsidies of funding to reduce installation 

cost of the generators and grid distribution, therefore, the affordable tariff can be 

charge especially for rural communities, so they can afford to pay to maintain the 

supply and distribution. 

In order to develop and establish rural electrifcation program within such com-
plex environment as PNG, taking research approaches is the key platform. Through 
such approach, meaningful pathways can be establishing to achieve the goals of 70% 
electrifcation by 2030 and 100% by 2050. More data and information can be popu-
lated via research output to aid effcient planning and decision-making for rural elec-
trifcation. Through research and development, potential of renewable energy can be 
estimated including feasible sites for construction and supply, evaluation of effcacy 
of generators, hydro turbine, solar panels, battery storage, and evaluation of available 
natural energy. In line to that, the most common important factor is the population 
and/or socio-economic statues of general communities. Through research the popu-
lation behavior, responses, population distribution, rate of household earnings, etc., 
are to be fully evaluated to be understood and at the same time it is as a means of 
awareness that is addressed to general communities. 

The current research represents a signifcant step, among various initiatives, in the 
pursuit of viable strategies for rural electrifcation. The research primarily focuses 
on an in-depth assessment of renewable energy potential. Taking Mape catchment 
in Finschhafen District, PNG as a case study zone, the study extensively evaluates 
economic status and conditions of the communities or villages residing in this catch-
ment area. Additionally, the research entails a thorough investigation into the calcu-
lation and estimation of household power consumption rates and electricity demand 
within the communities. Moreover, the objective of this research looks into evalu-
ating the potential of hydropower and establishes correlations with the electricity 
demand, affordability, and sustainability of electricity provision for these communi-
ties. To estimate the hydropower potential, the study predominantly involves prelim-
inary calculation of fow discharge through utilizing soil and water assessment tool 
(SWAT) Cüceloğlu et al. (2021), and Strauch et al. (2012), for the catchment region 
and conducting a detailed topographical analysis. In the case of electrifcation con-
sumption rate and demand, as well as the assessment of the communities’ economic 
status, household survey data serves as the primary input for computation. 

The case study was carried out in the Mape catchment region in the Finschhafen 
District of PNG. This expansive region covers 432.10 square kilometers and, as 
per data from the 2011 census and recent feld surveys, is home to an estimated 
population of approximately 7,621 plus residents. The study area primarily con-
sists of mountainous terrain with an intricate network of streams and rivers. 
Accessibility is a signifcant challenge, with most areas lacking proper road con-
nections. Transportation, in many parts of the region, primarily relies on foot travel. 
Communities within the study area do not have access to a centralized electricity 
supply. Instead, they rely on privately owned solar panels and personal generators 
for lighting and charging. The predominant cash crops cultivated in this region are 
coffee, cocoa, and vanilla. Rice cultivation also plays a dual role, serving as both a 
source of income and a staple food for daily consumption. Approximately 80% of 
the study region is covered by forested land, while 60% is dedicated to agricultural 
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or crop cultivation, indicating a deliberate commitment to gardening practices. 

Some areas feature low-density vegetation. Approximately 2% of the study region 

comprises built-up or barren land, serving as zones for village communities, road 

networks, and other infrastructure. 

9.2 RESEARCH METHOD 

To estimate power potential at specifc locations, various data layers were collected, 
processed, and analyzed. The key input data for estimating power potential included 
fow discharge in cubic meters per second (m³/s) and effective head in meters (m). 
Flow discharge within the catchment region was estimated using the QSWAT plu-
gin in QGIS 3.16.1 and was calibrated and validated in the SWAT-CUP platform. 
Researchers incorporated three years of on-ground feld observation fow data for 
calibration and validation. The research further focused on evaluating the perfor-
mance of the SWAT model in fow simulation. Model performance evaluation was 
conducted at three locations within the study area catchment region – Location-1 
(LC1), LC2, and CL3 (refer to Figure 9.1). The Nash-Sutcliffe Effciency (NSE) and 
correlation coeffcient (R2) methods were used for this evaluation. The below equa-
tion highlights the processes of model performance evaluation 

n∑ − 
2 ∑ (Q Q Q Q)(  − )2 

Q Q  n −( m ) i=0 m s s i=0 s 2  m

NSE = R =  ,
2 2 2

n n n∑
i=0 (Q Q

m − 
m ) ∑

i=0 (Q Q
m − 

m ) ∑
i=0 (Q Q

s − 
s ) 

where: 

Q
m = Measured/Observed fow (cms). 

Q
s = Simulated Discharge (cms). 

Q
m = Mean Measured/Observed fow (cms). 

Q
s = Mean Simulated Discharge (cms). 

Data inputs for fow estimation within QSWAT primarily comprised climate 
data (Sekac et al., 2021), topographic data, and soil data, including Land Use Land 
Cover (LULC). Data for effective head estimation (in meters) was obtained from the 
Digital Elevation Model (DEM) provided by the Shuttle Radar Topography Mission 
(SRTM). Additional data types utilized in the research included feld data, such as 
household GPS locations, household socio-economic data, household electricity load 
and demand, and information on electrical appliances. This data was used for evalu-
ating economic potential and assessing electricity supply-demand. 

Estimating hydropower potential involves determining discharge in cubic meters 
per second and effective head in meters. Discharge estimation was accomplished 
using the SWAT model, while the DEM was employed for effective head (He) esti-
mation. Within the catchment region, the stream network and topography were 
assessed to identify the inlet point, assumed to be the dam or weir, and the outlet 
point, assumed to be the power house location with its tailrace. The difference in 
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elevation between these points was considered the effective head (He) for power cal-

culations, using the equation: Power (kW) = p.g.Q.He.ƞ, where ‘Q’ is the discharge 

in m³/s, ‘p’ and ‘g’ are water density and gravity, He is the effective head, and ƞ is 

turbine effciency. 
Additionally, turbine effciency was considered based on the turbine effciency 

curve under varying conditions of total discharge (Q) and effective head (He) 
(Carravetta et al., 2013). The type of turbine installed at the outlet or powerhouse 
section signifcantly infuences turbine effciency. Various turbine types are used 
in mini, small, and large hydropower systems, and selecting the most appropriate 
turbine is crucial during hydropower development design and implementation pro-
cesses (Sammartano et al., 2019). Turgo and Pelton turbines are commonly used for 
high heads exceeding 50 m with small fow rates, while Francis and Crossfow tur-
bines are more suitable for heads lower than 50 m with a wide range of fow rates. For 
heads less than 10 m with a high-fow rate, the Kaplan turbine is employed (Paish, 
2002). 

In identifying viable sites for hydropower constructions, considerations included 
hydrological constraints, topographical variations, environmental factors, economic 
considerations, and proximity to infrastructure (Kouadio et al., 2022). Field obser-
vations played a pivotal role, with the research team extensively exploring various 
locations within the Mape catchment region (refer to Figure 9.1). The objective was 
to gather data and delineate potential sites suitable for constructing small to large 
hydro dams. Tools such as GPS, questionnaire forms, digital fow meters, and UAV 
drones facilitated effcient data collection. Figure 9.1 visually showcases the Mape 
catchment region in the Finschhafen District of PNG and potential locations where 
fow is continuously monitored. 

Building upon feld observations and guided by specifed criteria, the research 
team meticulously selected feasible potential sites at each location. The site selec-
tion process progressed from upstream to downstream, adhering to criteria such as 
maintaining a good distance between inlet and outlet (200–300 m for large hydro 
dams), ensuring an effective head of 20 m, a threshold fow accumulation value of 
3,000 and above, and the feasibility of major stream networks. Additionally, nearby 
topography, slope, and proximity to communities and infrastructure (e.g., roads) 
were crucial considerations. 

Another primary goal of the present research was to assess the load or demand, 
including the socio-economic conditions of the rural communities in the study 
region. According to Singh (2009), the most accurate method for assessing house-
hold demand for rural electrifcation involves direct community interaction. Singh 
(2009) emphasized using the Participatory Rural Appraisal (PRA) method for such 
community interactions. This approach enhances the effciency and fexibility of 
electrifcation development and supply, fostering sustainability, reliability, viability, 
security, and agreement on willingness to pay. 

During the demand assessment, the survey team actively engaged with communi-
ties through feld visits to at least six villages, employing diverse methods to collect 
a range of data types, as illustrated in Figures 9.1 and 9.2. Utilizing questionnaire 
forms and interview techniques within the PRA method, the team gathered exten-
sive household data, including population, monthly earnings, cash crops cultivated, 
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FIGURE 9.2 Common task executed during feld visit within Mape catchment region; 
(a) community gathering and discussion, (b) UAV data capture, (c) hydropower potential sites 
investigation, (d) household survey, and (e) peak food monitoring. 

income sources, future SME plans, anticipated electrical appliances, and willingness 
to pay for electricity (at a rate of 0.50 t–0.73 t kWh). Additionally, the survey team 
geotagged each household’s location with GPS points. 

Researchers conducted community gatherings and discussions in each village 
to proactively raise awareness about the potential benefts, sustainability, and tariff 
plans associated with electricity supply and demand. Complementing these efforts, 
a UAV drone was used to capture aerial footage of all the visited villages. The col-
lected data underwent rigorous refnement and assessment for effective presentation 
and visualization. The insights gleaned through the PRA method are integral to 
planning and decision-making across various facets of rural electrifcation, empha-
sizing the community-centric approach adopted during the survey. 

9.3 RESULTS AND DISCUSSIONS 

A larger catchment region increases the likelihood of having suffcient water avail-
ability for successful and sustainable hydropower development. During the feld sur-
vey, every generated stream or river network were examined. Refer to Figure 9.1, 
where observations based on feld insights and GIS software calculations using fow 
accumulation reveal that order 1 streams are classifed as small streams, while orders 
2, 3, and 4 are classifed as medium to major continuous fowing rivers. 

The results of the calibration and validation were found to be satisfactory. 
Consequently, the discharge data was incorporated into power calculations, frst in 
kilowatts (kW) and then converted to megawatts (MW) for presentation purposes. 
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FIGURE 9.3 Calibration and validation results; (a) Location 1 (LC 1), (b) Location 2 (LC2), 

(c) Location 3 (LC3), and (d) observed fow location map. 

The calculated, calibrated, and validated discharge used for power calculations is 
shown in Figure 9.3. Figure 9.4 illustrates the validation and calibration results at 
each specifc location where the fow was observed. 

The NSE calibration statistical analysis results for observed and simulated fow 
are 0.75, 0.87, and 0.77 for LC1, LC2, and LC3, respectively. Additionally, the NSE 
validation statistical analysis results for observed and simulated fow are 0.89, 0.78, 
and 0.87 for LC1, LC2, and LC3, respectively. In the case of R2 calibration, the sta-
tistical analysis results for observed and simulated fow are 0.94, 0.79, and 0.85 for 
LC1, LC2, and LC3. Furthermore, the R2 validation statistical analysis results for 
observed and simulated fow are 0.88, 0.83, and 0.89 for LC1, LC2, and LC3. Mostly 
near-perfect linear correlations are observed including satisfactory NSE results. LC3 
shows major deviation between observed and simulated within the month of August 
and November 2021 and including month of December 2020. L2 shows major devia-
tion from August to November 2020 and July 2021. These deviations, observed at 
various locations, were a result of limited observed data integrated with a 22-year 
climate data range data processing and analysis. Continuous recording of observed 
data, integrated into the model, can improve accuracy and enhance agreement 
between observed and simulated fow. 

To identify potential sites and specify the head (He) within the catchment region, 
criteria were employed as a guide, and the potential head in meters (m) was calcu-
lated. Each stream/river network were individually assessed from its origin to the 
endpoint. Refer Figures 9.1 and 9.2 for the stream or river network. A specifc site 
within the stream/river network is considered a potential site when it fulflls the 
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FIGURE 9.4 Estimated discharge and calculated power potential in MWh. 

criteria. The initial upstream site is designated as the weir, and the subsequent down-

stream site is recognized as the outlet or powerhouse. As one moves downstream, 

the site is deemed a termination point when stream or river end point is reach. Refer 

Figure 9.4. 

In the preliminary stage, a topography assessment for planning the layout of run-

of-river hydropower infrastructure was conducted using various criteria. Sites that 

aligned with the topographical settings and other specifed criteria were deemed 
viable. For these viable sites, discharge values were extracted, and the effective head 
was calculated. Subsequently, the power potential of these sites was calculated in 
megawatts (MW), as shown in Figure 9.4. The calculated power ranges from 0.0291 
to 24.9862 MW, with smaller streams exhibiting lower power output and larger rivers 
showing higher power output within the study region. The primary factors infuenc-
ing power output in MW were fow discharge (Q) and effective head (He). Sites 
closer to villages are considered more valuable, as the communities can beneft from 
the generated power. This consideration led to another objective of the study: esti-
mating the power consumption rate and demand of villages or rural communities 
within the catchment region. 

In the course of assessing and calculating for the run-of-the-river hydropower 
scheme, two potential or viable sites emerged as options for a large hydropower dam, 
The sites are denoted as S1 and S2, refer Figure 9.4. This choice was infuenced by 
the notably steep slope between these closely situated sites. The power output is 
from 8 to 23 MW. Majority of other sites are being categorized as run-of-the-river 
hydropower schemes. 
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9.3.1 SOCIO-ECONOMIC AND ELECTRICITY SUPPLY-DEMAND 

A primary objective of the current research was to evaluate the viability and afford-

ability of utilizing a hydropower system to meet the electricity demand of local com-

munities. The study aimed to determine the power needs of nearby communities, 

with four communities selected as representative samples for detailed analysis. 

Figure 9.5 illustrates the Kangaruo community, which comprises 84 households 

along with public infrastructure. The other communities were examined using the 

same methodologies. The study involved evaluating key factors such as household 

earnings, population size, electric appliances and load, income sources, and demand. 

Furthermore, the study sought to assess each household’s interest in connecting elec-

tricity to their homes and to evaluate whether households possess suffcient resources 
for sustaining and supporting long-term electricity supply. A total of 379 households 
within four rural communities, including their existing public infrastructures were 

FIGURE 9.5 Kangaruo community household data: (a) household location and (b) popula-
tion size and earnings per month. 
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TABLE 9.1 

Electrical Appliances Average Ratings for Kangaruo Community 

No. House/ Appliances per Appliances Rate (Wattage) 

Electrical Appliances Institute House/Institute on Average 

Lighting 84 4 35 

DVD Player + TV (24″) 50 1 53 

Laptop 30 1 65 

Electric Kettle (2.5 L) 20 1 1,200 

Electric sewing machine 18 1 100 

Mobile phone charging 82 2 25 

Sound system 65 1 100 

Refrigerator 15 1 300 

Printer 2 1 200 

LED sport light 4 3 100 

Workshop power tools 15 1 1,500 

Water pump 1 1 1,000 

Street lights 1 30 20 

investigated. Most housing type in the community is a mix of traditional bush mate-

rials and modern building materials with metal roofs. 

For the Kangaruo  community, Figure 9.5a and b illustrates the spatial  distri-

bution of household, average household size and monthly earnings, while Table 9.1 

provides details on the quantity of appliances used per household. It was found that 

62 households generate income through cash crop sales, 7 households combine 

employment with cash crop cultivation, and 10 households operate small businesses, 

including crop cultivation. The same methodologies were applied to the other three 

communities. 

The demand assessment did not account for seasonal variations. Although none of 

the households in the study region have access to electricity, a few rely on privately 

owned generators and solar panels for lighting and charging. The study conducted a 

thorough evaluation of energy load demand for rural communities by meticulously 

developing and assessing a range of common electrical appliances, as listed in Table 9.1. 

These appliances were selected based on research by Singh (2009) and Rushman 

et al. (2019), extensive feld communication with local communities, and insights 
gained from previous projects. 

Among the essential and widely used electrical devices or appliances common 
to every household and certain public institutions are televisions, sound systems, 
lighting systems, and phone chargers. These appliances were chosen based on the 
community’s responses. Respondents who had plans for Small and Medium-sized 
Enterprises (SMEs) mentioned additional appliances as listed in Table 9.1. After 
understanding of such appliances usage, the household power demand was calcula-
tion. The calculated power demand for four villages are illustrated in Figure 9.6. 
Hopohondong communities with 232 household, its total power demand stands at 
311 kW. 121, 73, and 68 kW for Kangaruo,  Manga, and Zinko community. Figure 9.4 
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FIGURE 9.6 Rural communities power demand: (a) Hapohondong community, (b) Manga 

community, (c) Zinko community, and (d) Kangaruo community. 

illustrates the calculated power potential locations and also illustrates the proximity 

of each communities to potential sites. 

9.4 CONCLUSION AND RECOMMENDATION 

The current research aims to create pathways to sustainable rural electrifcation 
development with clean energy solution. Most of the natural fowing streams and 
rivers are left unexplored for hydropower potential. Further to that, other energy 
resources like solar, wind, etc. … are also left unexplored at various locations. 
Carrying out research studies to evaluate and understand such energy resources and 
their potentiality will have greater positive impact toward near future for electrifca-
tion development throughout country PNG. Climate change impact issues are on 
rise in the modern era. Having to create solutions to reduce such impact is on high 
demand. The ongoing study encompasses two phases. The primary phase involves 
the calculation and identifcation of potential hydropower sites, followed by the sec-
ond phase, which focuses on evaluating household energy demand. Both desktop 
survey and feld survey techniques were conducted to execute the task to its comple-
tion. Through a meticulous analysis process, 29 of the most viable potential sites 
were thoughtfully selected, and power potential calculated. The calculated power 
exhibits a range from 29 kW to an impressive 25,000 kW. Subsequent to the iden-
tifcation of these hydropower potential sites, the calculations seamlessly extended 
their scope to assess the intricate energy load demand of a communities within the 
study region. Total of 379 households were assessed to have total power demand 
at 573 kW. Same approaches were adopted for other communities within the study 
region for their power need. The proposed implementation of tariff rules serves as 
a strategic mechanism to proactively manage power usage. Furthermore, additional 
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control measures are anticipated to be instituted, including appliances control or 

establishment of regulations governing household appliance usage to facilitate a bal-

anced load-sharing approach. These proactive steps are envisioned to play a pivotal 

role in alleviating stress related to payment concerns. The research methodology 

employed a comprehensive strategy to raise awareness among individuals in rural 

communities about the advantages of connecting their homes to electricity. This 

approach focused on explaining the sustainability, affordability, and tariff plans 

(payment amounts) associated with having an electricity connection. The fndings 
contribute to the broader discourse on renewable energy development in remote 
regions, highlighting the signifcance of tailored solutions that integrate technical 
expertise with community-driven approaches. Through strategic site optimization 
and inclusive decision-making, the transition toward sustainable energy in PNG can 
be accelerated, fostering economic development and environmental stewardship in 
PNG and beyond. 
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10.1 INTRODUCTION 

Modern technological and engineering advances include the Internet of Things 

(IoT) [1] which has dire need for composite structures’ structural health monitoring 

(SHM) using smart sensors [2]. Let’s dissect each idea to understand how they work 

together. The term “IoT” describes a network of physical objects, including cars, 

appliances, and other things, that are implanted with sensors, software, electronics, 

and connectivity to allow them to communicate and share data [1]. IoT is important 

to SHM [3,4] because it makes it possible for different parts of the monitoring sys-

tem to communicate with each other without interruption. Important elements of 

IoT in SHM [5–7] comprise devices (sensors or actuators), connectivity (wireless or 

wired), and data processing platforms (cloud or local servers). Engineered materials 

composed of two or more phases [8] of materials are known as composite materi-

als. Because of their excellent strength-to-weight ratio and resistance to corrosion, 

they are frequently used in the maritime, automotive, aerospace, and construction 

industries. Composite structures are structures made of composite materials. The 

goal of SHM [9] is to keep an eye on the state of structures in order to identify 

damage, evaluate its extent, and project how long they will last. Conventional SHM 

techniques frequently only offer sporadic snapshots of structural health and can be 

expensive and time-consuming [6,10]. Smart sensors that are integrated into com-

posite structures keep an eye on variables, including moisture content, temperature, 

vibration, and strain, and give data on structural performance in real time so that 

damage or anomalies can be found early [11]. Throughout the structure, a number 

of sensors work together to establish a network that wirelessly transmits data to a 

cloud-based platform or central processing unit. For effective and safe data transfer, 

protocols like MQTT, CoAP, or HTTP are used [12]. Cloud computing is used by 

IoT platforms [13,14] to store, analyze, and visualize data, to identify trends, antici-

pate possible malfunctions, and enhance maintenance plans; algorithms examine 

sensor data. Checking for wear and strain on the fuselage and wings of aircraft or 

https://doi.org/10.1201/9781032683928-10
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keeping an eye out for cracks, deformations, or structural faws in buildings, bridges, 

and other infrastructure is possible with these cohesive systems. The use of smart 

sensors and IoT-enabled SHM to monitor and control the health of composite struc-

tures [15,16] is a paradigm change. Industries can improve safety, extend the life of 

structures, and maximize maintenance efforts by utilizing real-time data and sophis-

ticated analytics. IoT technologies have the potential to signifcantly increase the 

robustness, effciency, and dependability of composite structures [17,18] in a variety 

of industries while also establishing new benchmarks for SHM and maintenance 

procedures. 

When it comes to the IoT and composite structures’ SHM, smart sensors are 

essential [17,19]. These are a few of the important functions they play: data acquisi-

tion (DAQ) and sensing, real-time monitoring, early damage detection, condition 

assessment, integration with IoT platforms, cost-effectiveness, customization, and 

scalability. In this context the role of IoT in SHM of composite structures with smart 

sensors will be discussed in the following sections. 

10.2 DATA ACQUISITION AND SENSING 

A variety of sensing devices, including strain gauges, temperature sensors, accel-

erometers, and others, are built into smart sensors, enabling them to directly detect 

physical characteristics that are vital to the stability of composite structures. They 

keep gathering information about environmental factors and structural reactions. 

The overall procedure can be addressed under three key aspects, data acquisition, 

sensing, integration and application. An integrated image of the whole process 

is shown in Figure 10.1. DAQ as well as the sensing are the primary two opera-

tions under this topic. At present, another operational stage is important, that is, 

FIGURE 10.1 Data acquisition, sensing, integration and application. (Courtesy: Free image 

from stock cake: https://stockcake.com/i/drone-feld-research_1004492_835361.) 

https://stockcake.com/i/drone-field-research_1004492_835361
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integration and application which indicates a cohesive unit with multiple sensors and 

instruments in which data is collected, processed, and transmitted for applications. 

In this way, integration and application comes under DAQ and sensing. These are 

briefy presented below for further explanation on this aspect. 

10.2.1 DATA ACQUISITION 

Obtaining data, DAQ, is the process of taking samples of signals that represent phys-

ical situations as they exist in the actual world and turning them into digital values 

that a computer can work with. The typical components involved in this process usu-

ally consist of sensors (used to detect physical quantities), DAQ systems that oversee 

the sampling and digitization processes, signal conditioning (used to transform ana-

log signals into digital form), and analog-to-digital converters (ADCs). 

10.2.1.1 Sensing 

Sensing is the use of sensors to identify the physical characteristics of an environ-

ment or an object. Numerous variables, including light, motion, pressure, tempera-

ture, and more, can be measured using sensors. Different types of sensors are used to 

achieve these various types of objectives. More specifcally, following are their types 

along with their applications. 

10.2.1.2 Types of Sensors 

Depending on what they are used to detect, there are numerous types of sensors, 

including proximity, pressure, temperature, and motion sensors. 

Different types of sensors are the key components in sensing operational systems 

which are presented in more detail as follows. 

10.2.1.2.1 Motion Sensors 

As a vital component of SHM, motion sensors identify and quantify vibrations 

and motions in structures such as buildings, bridges, dams, and other infrastructure. 

Motion sensors are used in SHM in the following ways. 

10.2.1.2.1.1 Monitoring Structural Integrity Dynamic behavior of structures is 

continuously monitored by motion sensors. They pick up vibrations from internal 

sources like structural deterioration or deformation as well as external ones like wind, 

traffc, or seismic activity. 

10.2.1.2.1.2 Motion Sensor Types Used 
10.2.1.2.1.2.1 Accelerometers Accelerometers are multi-axis sensors that mea-

sure accelerations. They are frequently employed to keep an eye on a structure’s 

vibrations and dynamic reactions. 

10.2.1.2.1.2.2 Strain Gauges Although their primary use is to measure strain, 

strain gauges can also be used to indirectly detect motions and vibrations in 

structures. 
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10.2.1.2.1.2.3 Inclinometer Using an inclinometer to measure the tilt or inclina-

tion of structural parts can reveal settlements or deformations in the structure. 

10.2.1.2.1.2.4 Laser Doppler Vibrometers Accurate, non-contact sensors moni-

tor surface vibrations; excellent for in-depth dynamic investigation of certain struc-

tural locations. 

10.2.1.2.1.3 Uses of Motion Sensors for SHM Damage Detection: Motion sen-

sors can assist in the detection of structural damage or deterioration by tracking 

variations in vibration patterns over time. 

Health Monitoring: Ongoing observation makes it possible to evaluate the 

structural health in real time and spot possible problems before they get out of 

hand. 

Assessment of Performance: Information from sensors is used to assess how well 

structural systems work under various loads and environmental circumstances. 

10.2.1.3 Analyzing and Interpreting Data 

Analysis of Frequency: Fourier transforms and other spectrum analysis methods are 

frequently used to examine motion sensor data in order to pinpoint prominent fre-

quencies and vibration modes. 

Pattern Recognition: Deviations from normal vibration patterns or frequency 

spectra may point to damage or structural irregularities. 

Comparative Analysis: By comparing present conditions with historical data and 

baseline measurements, one can evaluate how structural health has changed over 

time. 

Connectivity with SHM Systems Integration: Larger SHM systems with data 

gathering devices, processing software, and communication modules often incorpo-

rate motion sensors. 

They might be networked to give structural engineers access to real-time data, 

facilitating prompt maintenance scheduling and decision-making. 

All things considered, motion sensors offer insightful information on the dynamic 

behavior and structural health of buildings, which helps to ensure the safer and more 

effective management of infrastructure assets over time. 

10.2.1.3.1 Proximity Sensors 

In order to monitor the state and integrity of items or structural components, prox-

imity sensors are essential to SHM. They do this by detecting and measuring an 

object’s or component’s closeness. The usual application of proximity sensors in SHM 

is as follows. 

10.2.1.3.1.1 Displacement Detection Proximity sensors are able to pick up 

on minute motions or displacements within structures. They are employed in the 

measurement of the separation between components or between structural parts 

and their environment. This information is useful for evaluating the stability of the 

structure and identifying any unusual motions that might point to future structural 

breakdown. 
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10.2.1.3.1.2 Vibration Monitoring Structure vibrations can be observed using 

proximity sensors. Vibration pattern variations may be a sign of wear and tear, dam-

age, or modifcations to the structural dynamics. Engineers can evaluate the condi-

tion of the structure and identify any anomalies that could need more research by 

continuously monitoring vibrations. 

10.2.1.3.1.3 Alignment and Positioning Proximity sensors are occasionally 

employed to make sure that structural components are positioned or aligned cor-

rectly. In order to prevent structural problems during the construction or mainte-

nance stages, they are essential for detecting deviations from the desired position or 

alignment. 

10.2.1.3.1.4 Material Integrity Proximity sensors that rely on eddy currents or 

electromagnetic induction, for example, are capable of determining the material 

integrity. They are able to identify alterations in the characteristics of the materials 

or the existence of faws like corrosion or cracks below the surface of buildings. 

10.2.1.3.1.5 Real-Time Monitoring Data on the state of structures is provided in 

real time by proximity sensors. Through ongoing observation, engineers are able to 

spot patterns and trends that may point to gradual degradation or damage over time. It 

makes it possible for prompt maintenance and intervention to stop disastrous failures. 

10.2.1.3.1.6 Integration with IoT and Data Analytics To facilitate remote mon-

itoring and predictive maintenance, proximity sensors can be combined with IoT 

platforms and data analytics tools. Sensor data can be used to improve structural 

performance overall, optimize maintenance schedules, and forecast future failures. 

10.2.1.3.1.7 Use in a Variety of Structures Due to its adaptability, proximity 

sensors can be used in a wide range of structures, such as pipelines, buildings, 

bridges, dams, and industrial facilities. They improve longevity and safety by offering 

insightful information about the condition and functionality of vital infrastructure. 

To sum up, proximity sensors are crucial instruments for tracking the structural 

health of buildings. They give vital information that engineers can use to evaluate 

the structural integrity of buildings, spot damage or deterioration early on, and plan 

maintenance schedules that will maintain infrastructure’s long-term performance 

and safety. 

10.2.1.3.2 Temperature Sensors 

Temperature sensors are essential to SHM because they provide useful information 

for evaluating the structural soundness of dams, buildings, bridges, and other infra-

structure. The following is the usage of temperature sensors in SHM. 

10.2.1.3.2.1 Measuring Thermal Expansion and Contraction Materials expand 

and contract in response to temperature variations. Ongoing observation of these 

alterations can identify internal strains in the structure that may eventually cause 

deformation or failure. 
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10.2.1.3.2.2 Finding Hotspots Variations in temperature locally may point to 

possible problems, such as overheating from mechanical friction, electrical prob-

lems, or insuffcient airfow. 

10.2.1.3.2.3 Monitoring Environmental Conditions The long-term durability of 

a structure can be impacted by many environmental conditions, including sunshine, 

wind, and humidity, which can be evaluated through the use of temperature data. 

10.2.1.3.2.4 Structural Model Calibration Temperature measurements are 

necessary for calibrating simulations and structural models. They offer empirical 

evidence to support theoretical predictions regarding the behavior of materials at 

various temperatures. 

10.2.1.3.2.5 Early Warning of Structural Problems Unexpected or sudden tem-

perature swings can occasionally be a sign of structural issues like corrosion, water 

intrusion, or insulation failures. 

10.2.1.3.2.6 Integration with Other Sensors To provide a more thorough knowl-

edge of structural behavior, temperature data frequently supplements data from other 

sensors (such as strain gauges, accelerometers, or humidity sensors). 

10.2.1.3.2.7 Remote Temperature Sensors By enabling continuous monitoring 

without the need for human involvement, remote temperature sensors facilitate early 

anomaly detection and prompt maintenance interventions. 

10.2.1.3.2.8 Evaluation of Long-Term Performance By monitoring temperature 

trends over several months or years, engineers can evaluate the structure’s long-term 

health and performance and schedule maintenance or upgrades appropriately. 

In conclusion, temperature sensors in SHM play a critical role in the overall 

cost-effectiveness, safety, and dependability of infrastructure by supplying essential 

information for risk management and proactive maintenance. 

10.2.1.3.3 Pressure Sensors 

Pressure sensors are crucial parts of SHM systems because they provide useful 

information that engineers can use to evaluate the functionality and state of different 

types of structures. The following are some important functions and uses for pres-

sure sensors in SHM. 

10.2.1.3.3.1 Monitoring Structural Loads Pressure sensors are used to monitor 

structural loads. These sensors pick up forces acting on a structure, such as wind, 

fuid pressure (like water in dams), or ground pressure (like in foundation monitor-

ing). This data can point to possible overloading or structural faws and aid engineers 

in understanding how external loads affect the structure. 

10.2.1.3.3.2 Identifying Structural Deformations Shifts in pressure may be a 

sign of structural movements or deformations, such as soil consolidation, foundation 
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settling, or tilting of the structure. Pressure sensors aid in the early detection of these 

alterations, enabling prompt treatments to stop additional harm. 

10.2.1.3.3.3 Monitoring Fluid Levels and Flow Pressure sensors keep an eye on 

hydraulic pressures, fuid levels, and fow rates in structures like dams, bridges, and 

pipelines. When evaluating the operational safety and structural integrity of such 

infrastructure, this information is essential. 

10.2.1.3.3.4 Finding Leaks Pressure sensors are able to identify anomalous 

drops in pressure, which could point to breaches or leaks in sealed systems like 

storage tanks, pipelines, or pressurized containers. Early detection aids in avoiding 

operating disruptions and environmental harm. 

10.2.1.3.3.5 Evaluating Structural Performance under Dynamic Loads Dynamic 

pressure changes brought on by industrial vibrations, traffc, or seismic activity 

are measured by pressure sensors. This information is useful for assessing the 

structure’s resistance to changing loads and for performance-enhancing design 

optimization. 

10.2.1.3.3.6 Integration with Structural Models To verify load assumptions, 

improve predictive models, and optimize structural designs for effciency and 

safety, pressure data from sensors is incorporated into structural models and 

simulations. 

10.2.1.3.3.7 Early Warning Systems Proactive maintenance and safety actions 

are made possible by real-time pressure monitoring, which offers early warning of any 

structural failures or dangerous circumstances. 

10.2.1.3.3.8 Remote Monitoring and Data Logging Wireless or remote moni-

toring capabilities for pressure sensors allow for continuous data gathering and log-

ging, which makes it possible to analyze and make decisions in real time without 

requiring in-person inspections. 

Summarily, pressure sensors in SHM systems are essential for maintaining the 

strength, longevity, and safety of structures because they offer useful information on 

loads, deformations, fuid dynamics, and operating circumstances. They are essen-

tial to contemporary infrastructure management plans because they allow for pre-

ventive maintenance and lower the chance of structural breakdowns. 

10.2.1.4 Applications 

Sensors fnd usage in a wide range of felds, such as consumer electronics (such 

as smartphones), automotive systems (such as collision detection), healthcare (such 

as medical monitoring devices), and environmental monitoring (such as weather 

stations). 

Finally, integration and the applications are presented as an essential stage in 

modern days for obtaining data which follows. 
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10.2.2 INTEGRATION AND APPLICATIONS 

10.2.2.1 Integration 

Contemporary data collection systems combine a number of sensors and instruments 

to form unifed entities with the ability to gather, process, and send data instantly. 

10.2.2.2 Applications 

Information obtained from sensors and data gathering systems is used for analy-

sis, monitoring, control systems, and decision-making in a variety of sectors, from 

industrial manufacturing (e.g., quality control) to scientifc research (e.g., physics 

experiments). 

In addition to the DAQ and sensing, smart sensors with IoT capabilities help 

in real-time monitoring of composite structures’ health. This function of IoT is 

addressed in the following section. 

10.3 MONITORING IN REAL TIME 

Smart sensors with IoT capabilities can send data to cloud- or centralized-based 

systems in real time. This eliminates the need for physical inspections and enables 

ongoing monitoring of the performance and structural integrity of composite 

constructions. 

Real-time SHM is made possible by smart sensors that are connected to the IoT. 

This allows for the continuous gathering, analysis, and preventive maintenance of 

data on infrastructure, including buildings, bridges, and other vital assets. This is 

how they collaborate. 

10.3.1 SENSOR TECHNOLOGY 

A variety of sensors, including strain gauges, temperature sensors, humidity sensors, 

and accelerometers, are built into smart sensors. These sensors continuously gather 

information about the behavior of the structure, including temperature fuctuations, 

strain levels, and vibrations, all of which are important markers of the structure’s 

health. 

Using smart sensors for real-time SHM of composite constructions is an inventive 

way to guarantee the durability, dependability, and safety of these cutting-edge mate-

rials. Composite structures provide special challenges because of their complicated 

failure mechanisms and vulnerability to damage from a variety of sources, including 

collisions, fatigue, and environmental variables. Composite structures are frequently 

utilized in aerospace, automotive, marine, and civil engineering applications. 

10.3.1.1 SHM’s Smart Sensors: Smart Sensor Types 

10.3.1.1.1 Fiber Optic Sensors 

These are sensors with microprocessors which measure temperature, tension, and 

occasionally damage using optical fbers that are bonded to or implanted in the com-

posite structure. 
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10.3.1.1.2 Piezoelectric Sensors 

These are used to identify strain and locate and identify damage (such as delamina-

tions) by converting mechanical stress into electrical signals. 

10.3.1.1.3 Sensors that Measure Electromechanical Impedance (EMI) 

These sensors use variations in electrical impedance to detect damage-related altera-

tions in structural characteristics. 

10.3.1.2 Usability 

10.3.1.2.1 Real-Time Monitoring 

Intelligent sensors track changes that could be signs of deterioration or damage by 

continuously monitoring the strain, temperature, and vibration of the structure. 

10.3.1.2.2 Data Acquisition 

For analysis, they gather and send data to a cloud-based system or central processing 

unit. 

Damage Detection: SHM systems are able to discover and identify damage by 

employing sophisticated algorithms or by comparing variations in sensor readings 

to baseline data. 

Condition Assessment: SHM offers information about the structure’s present 

state, enabling prompt maintenance or repair measures. 

10.3.1.3 Advantages 

Early Detection: Increases safety and dependability by allowing prompt intervention 

before damage reaches catastrophic levels. 

Cost-effectiveness: Lowers maintenance expenses by allowing for targeted fxes 

and cutting down on downtime. 

Enhanced Performance: Increases the lifespan of composite constructions and 

maximizes operational effciency. 

Integration: May be retroftted into already-existing structures or incorporated 

into the design stage. 

10.3.1.4 Problems 

10.3.1.4.1 Integrating Sensors 

Making sure they are compatible with composite materials and do not jeopardize 

structural integrity. 

10.3.1.4.2 Data Interpretation 

Creating precise algorithms to analyze sensor data and differentiate environmental 

effects from damage. 

10.3.1.4.3 Reliability 

Ensuring that sensors function consistently in challenging environmental circum-

stances, such as those seen in aerospace and maritime applications, is known as 

reliability. 
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10.3.1.4.4 Cost 

Long-term advantages may outweigh greater setup and maintenance costs in the 

short term. 

10.3.1.5 Uses 

10.3.1.5.1 Aerospace 

Checking for fatigue fractures or impact damage on the rotor blades, fuselage, and 

wings of aircraft. 

10.3.1.5.2 Automobiles 

Checking for fatigue or impact damage on carbon fber reinforced plastic (CFRP) 

parts. 

Marine: Checking for corrosion and wear on hulls and important structural elements. 

Civil engineering: Structural integrity monitoring of wind turbine blades, buildings, 

and bridges. 

In summary, for composite structures, real-time SHM with smart sensors presents 

a number of benefts in terms of cost-effectiveness, effciency, and safety. Sustained 

progress in sensor technology and data analytics is essential to enhance the depend-

ability and versatility of these systems across diverse industries. 

10.4 EARLY DAMAGE DETECTION 

Anomalies or departures from normal behavior can be found early on by exam-

ining data from smart sensors. By anticipating possible malfunctions or damages 

before they worsen, early detection improves safety and lowers the need for expen-

sive repairs. 

One of the most important features of SHM that improves the longevity, depend-

ability, and safety of infrastructure is early damage detection via smart sensors. 

Here’s how intelligent sensors help with this procedure. 

10.4.1 CONSTANT MONITORING 

Real-time data on temperature, strain, vibrations, corrosion levels, and other factors 

is gathered by smart sensors, which allow for the continuous monitoring of struc-

tures. The ability to notice minute changes that can point to the beginning of damage 

or degeneration is made possible by this ongoing monitoring. 

10.4.2 DATA ANALYSIS AND PATTERN RECOGNITION 

Sophisticated algorithms analyze the information gathered by intelligent sensors to 

fnd trends or deviations that can point to possible harm. Large datasets can be ana-

lyzed using machine learning techniques, which can also be used to spot early warn-

ing indicators that may not be immediately apparent from a visual assessment alone. 
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10.4.3 LOCALIZATION OF DAMAGE 

Intelligent sensors can be used to locate damage inside a structure. Engineers 

are able to precisely pinpoint the location of damage or stress concentrations by 

using triangulation to examine data from several sensors positioned throughout the 

structure. 

10.4.4 EARLY WARNING SIGNALS 

Smart sensors have the ability to send out early warning signals when anomalies or 

possible damage are identifed. By triggering additional inspections or preventive 

actions before the damage reaches a critical level, these signals help engineers avoid 

expensive repairs or disastrous breakdowns. 

10.4.5 COST-EFFECTIVENESS AND SAFETY 

Smart sensors help save costs by facilitating early detection, which lessens the need 

for costly and time-consuming repairs that would be necessary if damage were per-

mitted to continue unchecked. Additionally, they improve safety by offering prompt 

information that enables preventative maintenance and risk reduction. 

10.4.6 LONG-TERM MONITORING AND TREND ANALYSIS 

By tracking structural behavior and performance over time, smart sensors make 

trend analysis easier. Engineers can use this longitudinal data to evaluate the eff-

cacy of maintenance plans and make well-informed choices about the longevity and 

dependability of the building. 

In summary, early damage detection with smart sensors in SHM improves main-

tenance procedures, increases the operational lifespan of structures, and increases 

infrastructure safety and dependability overall. It is an example of a proactive struc-

tural management strategy that makes use of technology to reduce risks and increase 

productivity. 

10.5 CONDITION ASSESSMENT 

By utilizing gathered data, smart sensors offer insights into the present state of 

composite constructions. Assessing structural health, identifying maintenance 

requirements, and maximizing operating effectiveness can all be done with the 

help of this data. 

In order to guarantee the long-term performance and safety of composite struc-

tures, condition evaluation utilizing smart sensors in SHM is essential. Because 

of their excellent strength-to-weight ratio and resistance to corrosion, composite 

materials, such as CFRP or fberglass reinforced polymers (FRP), are frequently 

utilized in aerospace, automotive, marine, and civil engineering applications. The 

following are some ways that intelligent sensors help with these structures’ condi-

tion assessment. 
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10.5.1 MONITORING STRUCTURAL INTEGRITY 

Within composite structures, smart sensors continuously track important factors, 

including stresses, vibrations, temperature, and humidity. Early detection of varia-

tions from typical operating circumstances that can point to damage or deterioration 

is made possible by this real-time monitoring. An example is shown in Figure 10.2 for 

wind power system. 

10.5.2 FINDING AND IDENTIFYING CRACKS AND DELAMINATION 

Two prevalent forms of damage in composite constructions are cracks and delamina-

tion, or the separation of layers. Changes in strain distribution or acoustic emissions 

may be signs of the onset and progression of delamination or cracks, and they can 

be picked up by smart sensors. Early detection facilitates the prompt initiation of 

maintenance or repairs to stop more harm. 

FIGURE 10.2 Condition assessment. (Courtesy: Free image from stock cake: https://stock-

cake.com/i/engineer-analyzing-data_531539_931491.) 

https://stockcake.com/i/engineer-analyzing-data_531539_931491
https://stockcake.com/i/engineer-analyzing-data_531539_931491
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10.5.3 LOCALIZED DAMAGE DETECTION 

Engineers can identify localized damage by carefully positioning smart sensors at 

key locations on the composite structure, such as close to possible stress concentra-

tion zones or at interfaces. This specialized monitoring aids in determining the state 

of particular areas and informing the selection of appropriate restoration techniques. 

10.5.4 MONITORING CORROSION 

Corrosion is a major hazard for composite structures that contain metallic com-

ponents (such as bolts and fttings). When corrosion levels rise above acceptable 

bounds, smart sensors ftted with corrosion sensors or probes can track the pace of 

deterioration and notify maintenance staff. Proactive monitoring aids in averting 

structural collapses brought on by weakening parts. 

10.5.5 MONITORING OF THE ENVIRONMENT 

Smart sensors are also capable of keeping an eye on variables, including humidity, 

temperature, UV exposure, and chemical exposure. The endurance and long-term 

performance of composite materials can be impacted by certain environmental fac-

tors. Engineers can evaluate the environmental infuence on the structure and take 

necessary preventive action by keeping an eye on these aspects. 

10.5.6 PREDICTIVE MAINTENANCE AND DATA ANALYTICS 

The vast amounts of data gathered by smart sensors can be analyzed using sophis-

ticated data analytics methods, such as machine learning algorithms. These algo-

rithms are capable of pattern recognition, failure mode prediction, and maintenance 

schedule optimization. By reducing downtime and repair expenses, predictive main-

tenance based on sensor data extends the operational life of composite structures. 

10.5.7 INTEGRATION WITH STRUCTURAL DESIGN AND TESTING 

To verify structural performance under simulated operating conditions, smart sen-

sors can be incorporated into the design and testing stages of composite structures. 

Through this integration, useful data is made available for enhancing design param-

eters and guaranteeing that structures satisfy performance and safety requirements 

for the duration of their lives. 

In conclusion, smart sensors are essential to the status evaluation of composite 

structures because they allow for proactive maintenance plans, early damage iden-

tifcation, and ongoing monitoring. In a variety of industrial applications, engineers 

may improve the effciency, safety, and dependability of composite structures by 

utilizing advanced analytics and sensor technology. 

10.6 INTEGRATION WITH IOT PLATFORMS 

In order to enable data gathering, storage, and analysis, smart sensors are frequently 

integrated with IoT platforms. Interoperability and smooth connectivity with other 
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FIGURE 10.3 Integration with IoT platforms. (Courtesy: Free image from stock cake: 

https://stockcake.com/i/smart-home-concept_219408_40840.) 

IoT systems and devices are made possible by this integration. Figure 10.3 presents 

a structure which represents residential innovation, where houses are equipped with 

connected devices and systems that can be controlled remotely. 

The capabilities of monitoring, analysis, and decision-making processes are 

improved when IoT platforms are integrated into SHM of composite structures. IoT 

systems help with the SHM of composite constructions in the following ways. 

10.6.1 DATA ACQUISITION AND CONNECTIVITY 

Smart sensors implanted in composite structures can be connected and integrated 

more easily with the help of IoT platforms. These sensors gather information on a 

number of variables, including temperature, humidity, vibrations, and stresses. IoT 

makes it possible to easily acquire data from dispersed sensors via wireless net-

works, guaranteeing ongoing and real-time monitoring. 

10.6.2 CENTRALIZED DATA MANAGEMENT AND STORAGE 

IoT solutions offer on-premises or cloud-based centralized data storage. Large vol-

umes of sensor data gathered from various composite architectures can now be man-

aged effectively. Comprehensive condition assessment and trend analysis are made 

https://stockcake.com/i/smart-home-concept_219408_40840
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possible by the ability of engineers and maintenance teams to access historical and 

real-time data from any location. 

10.6.3 REAL-TIME MONITORING AND ALERTS 

IoT solutions allow structural health metrics to be monitored in real time. These 

platforms are able to instantly assess incoming sensor data through integration with 

intelligent algorithms and analytics. They are able to identify irregularities, antici-

pate any problems, and provide alerts or notifcations to maintenance staff so they 

may act promptly. 

10.6.4 FLEXIBILITY AND SCALABILITY 

IoT platforms are fexible enough to expand to monitor more structures as needed and 

scalable enough to incorporate more sensors. Additionally, they are adaptable in that 

they can accommodate a variety of sensor kinds and communication protocols, guar-

anteeing compatibility with diverse composite materials and monitoring specifcations. 

10.6.5 SECURITY AND DATA PRIVACY 

IoT platforms are designed with strong security features to shield private SHM data 

from hackers or unauthorized access. Sensors, IoT platforms, and end users may 

transfer data with confdence, thanks to data encryption, authentication methods, 

and secure connection protocols. 

10.6.6 LIFETIME MONITORING AND PERFORMANCE OPTIMIZATION 

From initial installation to operational use to end-of-life concerns, IoT solutions 

enable thorough lifetime monitoring of composite structures. Proactive maintenance, 

performance optimization, and well-informed decision-making about repair, retro-

ftting, or replacement options are made possible by continuous data-driven insights. 

Finally, combining IoT platforms with SHM of composite structures improves 

the structural performance of the structures over their lifetime, allows for proac-

tive maintenance, and strengthens monitoring capabilities. Engineers can manage 

composite structures more effciently, safely, and reliably in a variety of industrial 

applications by utilizing IoT technologies. 

10.7 REMOTE ACCESSIBILITY 

Stakeholders (engineers, maintenance staff, etc.) can remotely access both histori-

cal and real-time data on the composite structures thanks to SHM systems that use 

smart sensors. Proactive maintenance plans and prompt decision-making are sup-

ported by this accessibility. 

The capacity to access and manage SHM data and systems from a remote place 

is known as remote accessibility with smart sensors in composite structures’ SHM. 
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Improving operating effciency, facilitating prompt decision-making, and lowering 

maintenance expenses all depend on this characteristic. The following are some ways 

that smart sensors and remote accessibility improve composite structures’ SHM. 

10.7.1 REAL-TIME MONITORING 

Smart sensors that are integrated into composite structures gather information on 

a variety of factors, including temperature, humidity, vibrations, and stresses, con-

tinuously. Engineers and maintenance staff can remotely monitor these param-

eters in real time from any location with internet access. They can observe trends, 

abnormalities, and current situations without physically being at the site of the 

structure. 

10.7.2 EARLY DETECTION 

Early identifcation of structural problems or anomalies is made possible by remote 

access to SHM data. When sensors identify anomalies that can point to possible 

damage or deterioration, engineers can instantly get alerts or notifcations via web 

interfaces or mobile devices. By taking a proactive stance, the likelihood of expen-

sive repairs or structural breakdowns is reduced by enabling prompt intervention and 

preventative maintenance. 

10.7.3 EFFECTIVE DIAGNOSTICS AND TROUBLESHOOTING 

Remote accessibility allows engineers to remotely access diagnostic tools and carry 

out troubleshooting processes in the event of alarms or unexpected readings from 

sensors. They are able to evaluate sensor data, gauge the seriousness of problems, 

and choose the best course of action. This feature shortens reaction times and mini-

mizes downtime related to onsite visits or manual checks. 

10.7.4 OPTIMIZED MAINTENANCE SCHEDULING 

Maintenance teams can base their maintenance schedules on real performance data 

rather than predetermined intervals by remotely accessing historical data and trend 

analysis reports. By ensuring that maintenance is carried out when required, this 

data-driven method maximizes the operational lifespan of composite structures and 

reduces the expense of needless maintenance. 

10.7.5 COST-EFFECTIVE OPERATIONS 

Manual data collection and recurring onsite inspections are less necessary when 

accessibility is achieved remotely. This fnancial advantage is especially noteworthy 

for sizable or widely distributed composite structures, as it reduces travel costs and 

downtime related to maintenance tasks. 
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10.7.6 ENHANCED SAFETY AND DEPENDABILITY 

The safety and dependability of composite structures are improved by prompt access 

to SHM data and proactive maintenance procedures facilitated by remote accessi-

bility. Engineers are able to quickly put corrective measures into place, reduce any 

dangers, and guarantee that structures are kept in top shape for the duration of their 

working lives. 

10.7.7 INTEGRATION WITH IOT AND CLOUD PLATFORMS 

Smart sensor integration with cloud-based SHM systems and IoT platforms enables 

remote accessibility. These solutions provide scalability, data integrity, and security 

standard compliance while offering safe access to sensor data via web interfaces or 

mobile applications. 

In summary, engineers and maintenance teams may now monitor, evaluate, and 

manage structural health data remotely thanks to smart sensors in SHM of compos-

ite structures. In a variety of industrial applications, it fosters the long-term depend-

ability and safety of composite structures, strengthens operational effciency, and 

facilitates proactive decision-making. 

10.8 COST-EFFECTIVENESS 

By decreasing the frequency of physical inspections and offering continuous moni-

toring, smart sensors provide a more cost-effective alternative than traditional 

inspection methods, which may incur downtime and labor costs. 

Smart sensor IoT devices are a preferred option for enterprises looking for cost-

effective maintenance techniques since they provide various advantages over other 

options when it comes to SHM of composite structures. The following are the main 

ways that smart sensors improve the cost-effectiveness of composite structures’ 

SHM. 

10.8.1 EARLY DETECTION AND PREVENTIVE MAINTENANCE 

Structural characteristics including temperature, vibrations, and stresses are con-

tinuously monitored by smart sensors. They facilitate preventive maintenance inter-

ventions by identifying early indicators of damage or degradation. By taking care of 

problems early on, you may lower the likelihood of catastrophic failures that could 

cause costly downtime or safety hazards, as well as the repair costs associated with 

advanced damage. 

10.8.2 LOWER INSPECTION COSTS 

Manual labor, specialized equipment, and downtime for structural access are 

frequently needed for traditional inspection methods. The continuous moni-

toring capabilities of smart sensors eliminate the need for regular physical 

examinations. This decrease in the frequency of inspections avoids operational 
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disturbances and reduces personnel expenses, particularly for big or remote com-

posite constructions. 

10.8.3 DATA-DRIVEN MAINTENANCE PLANNING 

An enormous amount of historical and real-time data regarding the performance of 

the structure is gathered by smart sensors. Maintenance teams can optimize main-

tenance schedules and prioritize tasks based on actual structural conditions instead 

of calendar-based intervals by analyzing this data. By minimizing pointless main-

tenance tasks and optimizing the effectiveness of maintenance efforts, this strategy 

conserves time and resources. 

10.8.4 EXTENDED STRUCTURAL LIFESPAN 

Composite constructions have an extended operating lifespan thanks to proactive 

monitoring and prompt maintenance made possible by smart sensors. Smart sen-

sors assist in minimizing deterioration over time by resolving problems quickly 

and maximizing performance. Long-term cost reductions are substantial since the 

frequency of major repairs or early building replacements is decreased due to this 

lifespan extension. 

10.8.5 REMOTE MONITORING AND MANAGEMENT 

Engineers and maintenance staff can monitor and manage structures from any loca-

tion with internet access thanks to smart sensors’ ability to make SHM data remotely 

accessible. This feature allows for faster reaction times to alarms or anomalous read-

ings and lowers the travel expenses related to onsite inspections. Through the ability 

to make decisions and take action more quickly, remote monitoring also improves 

operational effciency. 

10.8.5.1 Flexibility and Scalability 

IoT-based smart sensor systems are fexible enough to add more sensors or increase 

their monitoring capacities as needed. Because of its scalability, SHM solutions can 

expand or alter the infrastructure without needing to replace or adapt expensive 

monitoring systems. 

Predictive maintenance solutions are made possible through the integration of 

smart sensors and predictive analytics tools. Predictive analytics can anticipate 

possible problems and suggest preventive maintenance procedures by examining 

patterns and trends in sensor data. By minimizing unscheduled downtime and emer-

gency repairs, this predictive method maximizes operational effectiveness while 

lowering overall maintenance costs. 

In conclusion, by facilitating early detection, data-driven decision-making, remote 

monitoring, and predictive maintenance, smart sensors as IoT devices in SHM of 

composite structures offer considerable cost-effective advantages. These advantages 

improve the longevity, safety, and dependability of composite structures in a range 

of industrial applications in addition to lowering operating costs. 
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10.9 IMPLICATIONS FOR ACADEMICIANS AND 
IMPLICATIONS FOR PRACTITIONERS 

Though implications are discussed in all the sections above, starting from the last 

part of Section 10.1 through Section 10.8, some specifc implications for the practi-

tioners and the academicians are presented in the following sub-sections. 

10.9.1 CUSTOMIZATION AND SCALABILITY 

Smart sensors with IoT capabilities can be tailored to meet the unique monitor-

ing requirements of various composite structures. Additionally, they are scalable, 

enabling the expansion of monitoring capabilities through the addition of sensors as 

required. 

In order to improve fexibility and scalability in composite structures using 

smart sensors for SHM, the IoT is essential. Here’s how IoT makes these things 

possible. 

10.9.1.1 Personalization of Surveillance Systems: 
Sensor Selection and Confguration 

The IoT provides a broad selection of smart sensors suited to particular monitoring 

requirements, allowing for the customization of SHM systems. Depending on the 

features and weaknesses of the composite construction, engineers can choose sen-

sors based on factors like strain, vibration, temperature, and corrosion. 

Integration with Current Infrastructure: IoT systems provide the integration of 

smart sensors with current infrastructure for monitoring. By adding sensors to various 

composite constructions, this integration enables customization for applications in 

civil, automotive, aerospace, and marine engineering. 

10.9.1.2 Real-Time Gathering and Interpretation of Data 

Constant Monitoring: Real-time data collection is made possible by IoT-enabled 

smart sensors, which are capable of continuously monitoring structural factors. This 

continuous data stream makes it possible to identify anomalies or departures from 

typical operating conditions quickly, which enables timely intervention and preven-

tive maintenance. 

Data Fusion and Analysis: IoT systems make it easier to combine and evaluate 

data from many sources and sensors. This data is processed using advanced ana-

lytics methods, like machine learning algorithms, to fnd trends, correlations, and 

possible problems in composite constructions. Engineers are able to extract practi-

cal knowledge that may be applied to maximize effciency and prolong the life of 

structures. 

10.9.1.3 Scalability in Various Applications 

Flexible Deployment: IoT-based SHM systems can be extended and adjusted to ft a 

range of composite structures and uses. IoT enables the deployment of sensors in a 

scalable way, supporting various sizes, types, and environments, whether monitoring 

a single structure or a network of structures. 
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10.9.1.4 Extension Capabilities 

By introducing new sensors or modernizing old ones, IoT enables the scalability 

of SHM systems as infrastructure develops or grows. Because of their scalability, 

monitoring solutions may expand to keep up with the development of infrastructure 

without needing signifcant retroftting or replacement. 

10.9.1.5 Remote Control and Accessibility 

Remote Monitoring: Engineers and stakeholders can monitor composite struc-

tures from any location with internet connectivity thanks to IoT’s ability to provide 

remote access to SHM data. This capacity facilitates prompt decision-making, alert 

response, and effective structural health management. 

10.9.1.6 Centralized Control 

Data management and monitoring systems are centralized under IoT platforms. By 

conducting diagnostics, adjusting monitoring parameters, and confguring sensors 

remotely, engineers can improve operating effciency and lower maintenance costs 

related to onsite inspections. 

10.9.1.7 Improved Dependability and Safety 

Proactive Maintenance: IoT supports proactive maintenance tactics by enabling 

scalability, customization, and real-time monitoring. Based on data-driven insights, 

engineers may put preventive measures into place to reduce hazards and guarantee 

the longevity of composite constructions’ safety and dependability. 

10.9.1.8 Predictive Analytics 

By integrating IoT, predictive analytics may be used to anticipate possible problems 

and improve maintenance plans. IoT data-derived predictive insights reduce down-

time, prevent expensive repairs, and extend the useful life of composite constructions. 

To sum up, IoT allows for customized monitoring solutions, real-time data gather-

ing and analysis, fexible deployment across applications, remote accessibility, and 

proactive maintenance techniques, all of which improve customization and scal-

ability in SHM of composite structures. These skills enable engineers to manage 

composite structures in a variety of industrial sectors cost-effectively, while also 

maximizing performance and ensuring safety. 

10.9.2 CHALLENGES AND EMERGING TRENDS 

Several new trends, obstacles, and conclusions are presented by the application of the 

IoT to SHM of composite structures using smart sensors. 

10.9.2.1 Emerging Trends 

IoT device integration with smart sensor integration for real-time data collection 

and analysis in composite structure SHM: This is a developing trend. Early detec-

tion of structural abnormalities and ongoing monitoring are made possible by this 

integration. 
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10.9.2.2 Wireless Sensor Networks 

Large-scale sensor networks can be installed within composite constructions thanks 

to developments in wireless communication technologies. These networks make it 

possible to transmit data across large distances without a lot of wiring. 

10.9.2.3 Data Analytics and Artifcial Intelligence (AI) 

Using data gathered from IoT sensors, machine learning algorithms and arti-

ficial intelligence (AI) are used for anomaly detection and predictive mainte-

nance. The accuracy and effectiveness of SHM systems are being improved by this 

trend. 

Edge computing is the practice of processing data close to the sensors, at the 

network’s edge, as opposed to sending all of the raw data to a single, central server. 

Edge computing speeds up decision-making by lowering latency and bandwidth 

consumption. 

10.9.2.4 Remote Monitoring and Control 

Composite constructions can be remotely monitored and controlled with IoT-enabled 

SHM systems. This feature is very helpful for buildings in dangerous or isolated 

areas. 

10.9.2.5 Standardization and Protocols 

To guarantee interoperability and ease of integration in SHM applications, efforts 

are being made to defne standardized protocols and interfaces for IoT devices and 

smart sensors. 

10.9.2.6 Challenges/Problems 

10.9.2.6.1 Data Security 

One of the biggest challenges facing IoT devices is ensuring the security and integ-

rity of the data that is transmitted and stored by them. IoT network vulnerabilities 

could jeopardize the confdentiality and dependability of SHM data. 

10.9.2.6.2 Power Management 

Since remote or inaccessible locations are common for IoT devices and sensors in 

SHM applications, power management and energy effciency are essential for long-

term operation. 

10.9.2.6.3 Sensor Accuracy and Calibration 

The effcacy of SHM systems depends on the smart sensors’ capacity to remain 

accurate and reliable over time. It’s essential to calibrate and monitor sensor health 

on a regular basis. 

10.9.2.6.4 Scalability 

Careful design of sensor placement, network architecture, and data management 

procedures are necessary for scaling up IoT-enabled SHM systems to monitor big or 

complex structures. 
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10.9.2.6.5 Cost 

The initial setup expenses might be high and include the purchase of sensors, IoT 

devices, and infrastructure. The investment in IoT for SHM needs to be justifed by 

cost-effective solutions. 

10.9.2.6.6 Interoperability 

For smooth integration and operation of SHM systems, it is essential to ensure 

interoperability among various IoT devices and sensors from different manufacturers. 

10.10 CONCLUSION 

In conclusion, the use of IoT to smart sensor-enabled composite structures’ SHM 

has the potential to completely transform the way these structures are maintained 

and observed. SHM systems can offer real-time insights about structural health by 

utilizing IoT technologies, such as edge computing, data analytics, and wireless 

sensor networks. This allows for preventive maintenance and lowers the chance of 

catastrophic failures. The insights developed from the chapter facilitate achieving sus-

tainable development goals by leveraging AI and IoT. By utilizing smart sensors and 

IoT-based SHM, the infrastructures will last longer by reducing greenhouse gas emis-

sion from new constructions, and conversion of more lands to human infrastructures. 

Additionally, it will enable access to modern technology and infrastructures to every-

one, thereby facilitating SDG 9: Industry, Innovation and Infrastructure of the United 

Nations (UN). Moreover, this will enhance the achievement of goal 11—sustainable 

cities and communities—as well as goal 12—responsible consumption and produc-

tion of the UN due to real-time data transmission, analysis, and informed economic 

decision-making for longer life of composite structures. But in order to fully utilize 

IoT in SHM, issues including data security, sensor dependability, scalability, and 

affordability must be resolved. In order to overcome these obstacles and propel the 

adoption of IoT-enabled SHM solutions in the future, technological developments 

must continue, as must industry collaboration and standardization initiatives. 

REFERENCES 

1. Li, S., Xu, L. D., & Zhao, S. (2015). The internet of things: A survey. Information 

Systems Frontiers, 17, 243–259. 

2. Azad, M. M., Kim, S., Cheon, Y. B., & Kim, H. S. (2023). Intelligent structural health 

monitoring of composite structures using machine learning, deep learning, and transfer 

learning: A review. Advanced Composite Materials, 33(2), 162–188. https://doi.org/10.1 

080/09243046.2023.2215474. 

3. Tokognon, C. A., Gao, B., Tian, G. Y., & Yan, Y. (2017). Structural health monitoring 

framework based on Internet of things: A survey. IEEE Internet of Things Journal, 

4(3), 619–635. 

4. Mishra, M., Lourenço, P. B., & Ramana, G. V. (2022). Structural health monitoring 

of civil engineering structures by using the internet of things: A review. Journal of 

Building Engineering, 48, 103954. 

5. Weihnacht, B., & Tschöke, K. (2021). Smart monitoring and SHM. In Handbook of 

Nondestructive Evaluation 4.0 (pp. 1–16). Cham: Springer International Publishing. 

https://doi.org/10.1080/09243046.2023.2215474
https://doi.org/10.1080/09243046.2023.2215474


  

 

  

  

  

  

 

  

 

  

  

  

  

  

 

  

  

 

  

  

176 AI, GIS, and MCDM for Improving Sustainable Development 

6. Saravanan, T. J., Mishra, M., Aherwar, A. D., & Lourenço, P. B. (2024). Internet of 

things (IoT)-based structural health monitoring of laboratory-scale civil engineering 

structures. Innovative Infrastructure Solutions, 9(4), 110. 

7. Scuro, C., Sciammarella, P. F., Lamonaca, F., Olivito, R. S., & Carni, D. L. (2018). 

IoT for structural health monitoring. IEEE Instrumentation & Measurement Magazine, 

21(6), 4–14. 

8. Yao, J., Zhou, Z., Zhou, H., Yao, J., Zhou, Z., & Zhou, H. (2019). Introduction to com-

posite materials. Highway Engineering Composite Material and Its Application, 1–23. 

9. Guemes, A. (2013, November). SHM technologies and applications in aircraft struc-

tures. In Proceedings of the 5th International Symposium on NDT in Aerospace, 

Singapore (Vol. 1315, p. 4). 

10. Abdelgawad, A., & Yelamarthi, K. (2017). Internet of things (IoT) platform for struc-

ture health monitoring. Wireless Communications and Mobile Computing, 2017(1), 

6560797. 

11. Wang, J., Fu, Y., & Yang, X. (2017). An integrated system for building structural health 

monitoring and early warning based on an Internet of things approach. International 

Journal of Distributed Sensor Networks, 13(1), 1–14. doi: 10.1177/1550147716689101 

12. Jeong, S., Hou, R., Lynch, J. P., Sohn, H., & Law, K. H. (2019). A scalable cloud-

based cyberinfrastructure platform for bridge monitoring. Structure and Infrastructure 

Engineering, 15(1), 82–102. 

13. Botta, A., De Donato, W., Persico, V., & Pescapé, A. (2016). Integration of cloud com-

puting and internet of things: A survey. Future Generation Computer Systems, 56, 

684–700. 

14. Rao, B. P., Saluia, P., Sharma, N., Mittal, A., & Sharma, S. V. (2012, December). 

Cloud computing for Internet of Things & sensing based applications. In 2012 Sixth 

International Conference on Sensing Technology (ICST) (pp. 374–380). IEEE. 

15. Mohapatra, A. G., Talukdar, J., Mishra, T. C., Anand, S., Jaiswal, A., Khanna, A., 

& Gupta, D. (2022). Fiber Bragg grating sensors driven structural health monitor-

ing by using multimedia-enabled IoT and big data technology. Multimedia Tools and 

Applications, 81(24), 34573–34593. 

16. Rahita, A. C., Zaki, A., Nugroho, G., & Yadi, S. (2024). Internet of things (IoT) in 

structural health monitoring: A decade of research trends. Instrumentation, Mesures, 

Métrologies, 23(2), 123–139. 

17. Changazi, S. A., Bakhshi, A. D., Yousaf, M., Mohsin, S. M., Akber, S. M. A., Abazeed, 

M., & Ali, M. (2024). Optimization of network topology robustness in IoTs: A sys-

tematic review. Computer Networks, 250, Retreived August 2024 from https://doi.org/ 

10.1016/j.comnet.2024.110568. Retreived August 2024, https://doi.org/10.1016/j.comnet. 

2024.110568 

18. Di Sante, R. (2015). Fibre optic sensors for structural health monitoring of aircraft 

composite structures: Recent advances and applications. Sensors, 15(8), 18666–18713. 

19. Hollaway, L. C. (2010). A review of the present and future utilisation of FRP compos-

ites in the civil infrastructure with reference to their important in-service properties. 

Construction and Building Materials, 24(12), 2419–2445. 

https://doi.org/10.1016/j.comnet.2024.110568
https://doi.org/10.1016/j.comnet.2024.110568
https://doi.org/10.1016/j.comnet.2024.110568
https://doi.org/10.1016/j.comnet.2024.110568
https://doi.org/10.1177/1550147716689101


177 DOI: 10.1201/9781032683928-11  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

State of Geospatial 11 
Data for Environmental 

Governance in Bangladesh 
Sheikh Tawhidul Islam and Bashir Ahmed 

11.1 INTRODUCTION 

Economic development in a sustainable manner is emphasized in macro policies and 

sectoral strategies in Bangladesh. These policy documents provide directions and 

options for developing necessary institutional makeup, mentioning geospatial data 

needs to perform activities relating to sustainable development in different sectors. 

Bangladesh has made a good progress in attaining Millennium Development Goals 

(MDGs) and now focusing on achieving Sustainable Development Goals (SDG) 

targets. SDG targets are different from MDG targets in terms of thematic areas, 

coverage and comprehensiveness. It is widely perceived that one of the most impor-

tant challenges relating to SDG attainments is to generate required data so that 

progress made in achieving SDG targets could properly be monitored, shared and 

reported. In doing that United Nations Statistical Division (UNSD) provided instru-

ments such as Environment Statistics Self-Assessment Tool (ESSAT) to address the 

data generation, sharing and reporting challenges for member countries, including 

Bangladesh. In this connection, data generation agencies of Bangladesh such as 

Bangladesh Bureau of Statistics (BBS) have been trying to align environmental 

data generation architecture, especially the geospatial data architecture, including 

related management and reporting systems of Bangladesh, as per the guidelines 

provided by UNSD. 

BBS is the prime and mandated agency in Bangladesh to generate data on vari-

ous environmental themes. However, many other agencies working in areas like 

water resources (e.g., Water Resources Planning Organization, WARPO), meteorol-

ogy (e.g., Bangladesh Meteorological Department, BMD), soil (e.g., Soil Resources 

Development Institute, SRDI) and agriculture (e.g., Bangladesh Agricultural 

Research Council, BARC) generate various types of spatial and non-spatial envi-

ronmental data. Thus, environmental indicators are generated by various agencies 

as per their requirements adopting different methods; these methodological varia-

tions sometimes create obstacles (e.g., incompatibility) to assimilate data when 

there is a necessity. In addition, data are generated at different scales with limited 

disaggregation provisions (e.g., geographical disaggregation, gender, and income-

based disaggregation). BBS recently developed Bangladesh Environmental Statistics 

Framework (BESF) 2016–2030 following the guidelines provided by United 

Nations-Framework for Development of Environment Statistics (UN-FDES) and 

https://doi.org/10.1201/9781032683928-11


   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

178 AI, GIS, and MCDM for Improving Sustainable Development 

United Nations-System of Environmental Economic Accounting (UN-SEEA) so 

that data gathered by different sources could be used in order to develop data for 

reporting and monitoring the progress of attaining SDGs. The review of literature 

and institutional processes on environmental data generation in Bangladesh sug-

gests that lack of institutional commitments in (geospatial) data generation and shar-

ing, required funding, high rate of staff turnover among the institutions, skills and 

knowledge gaps in data generation methods and techniques still remain as major 

barriers in aligning existing data generation provisions. 

11.2 NATIONAL ENVIRONMENTAL CONTEXTS 
AND DATA GENERATION 

Sustenance and security of majority of people, their living arrangements and con-

ditions in Bangladesh have been heavily dependent on the availability, access and 

quality aspects of natural resources (Ministry of Environment and Forests [MoEF] 

2018). These natural resources like (i) land with favourable properties such as soil 

fertility, moisture holding capacity, well drainage systems, (ii) biological diversity 

and resources that provide wide array of choices to cultivate crops by the farmers, 

(iii) water resources that ensure irrigation facilities, supply of important nutrient 

elements for plants and animals, and (iv) climatic conditions like optimum tem-

perature, occurrence of adequate rainfall, wind direction and fow pattern, neces-

sary sunshine, all in a combined fashion create an enabling environment suitable 

for natural resource-based primary production systems in this country (Brammer 

2014). The food and livelihood security for millions of people directly and indi-

rectly depend on these primary production processes. Impacts on these natural 

resources and physical systems caused by unsustainable development activities, 

environmental pollution and degradation, disasters including climate change 

result in destabilizing the (agricultural) production systems, leading to food inse-

curity, poverty and creating social tensions (Ministry of Environment and Forests 

[MoEF] 2017). 

This profound dependency on natural resources of people of Bangladesh suggests 

that sustainable development is the most pragmatic approach to follow in Bangladesh 

since it will help to uphold environmental integrity and at the same time allow eco-

nomic development to continue. The macro policy instruments of Bangladesh like 

the Perspective Plan 2041, 8th Five Year Plan have advocated about sustainable 

development and mentioned green development plans as most appropriate path while 

implementing development programmes. 

A number of reports were developed by relevant Bangladeshi agencies since 

2001 that contain different environmental data to support environmental gover-

nance, natural resource planning and management. For instance, BBS plans to 

develop 15 new sets of reports (following the UN-FDES guidelines) where a num-

ber of reports are focusing on environment, disaster and climate change impacts. 

The frst report on the state of environment in Bangladesh was developed and pub-

lished by Department of Environment (DoE) with support of UNEP in 2001 based 
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on the data that were available up to 1995 for the purpose of developing Global State 

of the Environmental Report, 2002. The report pulled data from different sources 

and presented the facts in narrative form about land degradation, water pollution 

and scarcity, air pollution, biodiversity and natural disasters using the analytical 

framework known as pressure-state-impact-response (PSIR). The report also indi-

cated that the environment, social and development problems are multifaceted and 

it requires more complete (not partial), precise and analytical and properly linked/ 

relational data so that human actions and resultant development impacts could be 

properly understood. It also recommended to create and foster long-term mecha-

nisms to monitor and assess the effects of green policies on environmental quality 

and quality of life of the human being. The report could be treated as a baseline 

state of environment in Bangladesh. 

The Country Environmental Analysis for Bangladesh was published by Asian 

Development Bank (ADB) in 2004. The report focused on the environmental con-

cerns especially the pollution in the water and air, discussed about the release of 

solid, hazardous/toxic chemicals, hospital wastes, arsenic contamination in the 

ground water, land degradation and soil quality (e.g., salinity intrusion, fertility 

decline, nutrient imbalance, loss of organic matter), loss of top soil issues etc. The 

report mentioned about the legal, institutional and policy frameworks relating to 

environment of Bangladesh. It indicated that about 200 environmental laws are 

available in Bangladesh. 

BBS published Compendium of Environmental Statistics of Bangladesh in 2009 

under the institutional capacity development. The report contained data on biodi-

versity, climatic variables, land and water resources, human settlement, information 

on wastes and pollution (e.g., air, soil, sound, water and radioactive pollution) and 

impacts of disaster and climate change. BBS published Disaster-related Statistics in 

2015 to capture impacts of natural disasters, including disasters induced from cli-

mate change on human lives and livelihoods. The study was focused on 12 major 

disaster types occurring in different parts of Bangladesh. The report showed that 

about 56.52% of the households experienced major disasters once in their life, while 

26.57% and 16.91% reported their experiences twice and thrice, respectively (BBS 

2015). Floods appeared to be the most disturbing and damaging disasters compared 

to all other disasters as 24.44% of respondents reported that they were affected by 

foods, followed by 15.10% affected by cyclones and 10.59% mentioned about thun-

derstorm impacts. 

As indicated before, BESF (2016–2030) following the principles and guidelines 

provided by UN-FDES and SEEA. The objectives of BESF are (i) identifying main 

quantifable aspects of the environment, (ii) identifying components, sub-components 

and topics that are relevant and statistically feasible according to defned national 

needs and priorities, (iii) facilitating the development of a national programme of 

environmental statistics, (iv) contributing to the assessment of data requirements, 

sources, availability and gaps, (v) guiding the development of databases that can be 

used for multiple purposes and (vi) assisting the coordination and organization of envi-

ronmental statistics given the inter-institutional nature of the domain. It is indicated 
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TABLE 11.1 

National Reports on Environment-Related Statistics of Bangladesh since 2001 

and Published and Proposed Report Titles under BESF 2016–2030 

Year of 

No. Title of Report Publication External Support 

1. State of Environment (SoE) Report 2001 UNEP in collaboration with DoE, 

BCAS, SACEP and NORAD 

2. The Country Environmental 2004 Asian Development Bank 

Analysis: Bangladesh 

3. Bangladesh – Country 2006 World Bank 

Environmental Analysis 

4. Compendium of Environment 2009 Capacity Building of Bangladesh 

Statistics of Bangladesh Bureau of Statistics Project 

5. Disaster-related Statistics 2015 2015 Impact of Climate Change on Human 

(Climate Change and Natural Life (ICCHL) Programme 

Disaster Perspectives) 

6. Bangladesh Environmental Statistics 2017 UNEP and UNDP 

Framework (BESF) 

Reports to be Developed as Proposed in the BESF (2016–2030) 

1. Compendium of Environmental Statistics 

2. Compilation of Resource Accounts following SEEA (land/soil, water, forests, natural gas, 

energy, fsh) 

3. Climate Change and Natural Disaster-related Statistics 

4. Compilation of Social Accounting Matrix 

5. Poverty Environment Accounts (PEA) in light with SEEA 

6. Experimental Ecosystem Accounts (EEA) in light with SEEACF 

7. Household Survey of Health and Sanitation in Disaster Prone Areas of Bangladesh 

8. Urban/Rural Waste Generation Recycling and Management Survey 

9. Environmental Protection and Resource Management Expenditure Accounts 

10. Disaster Risk Reduction Expenditure Accounts 

11. Climate Change and Natural Disaster Impacts Vulnerability Index 

12. Pre-crisis Data Gathering Tools as Baseline Information 

13. Climate and Natural Disaster Induces Survey 

14. Urban/Rural Water Generation Use and Management Survey 

15. Developing Web-Based Data Sharing Reporting and Ensuring Access to Stakeholders 

in the BESF that BBS will prepare 15 sets of reports (Table 11.1) by the year 2030. 

It is imperative to mention that General Economics Division (GED) of Planning 

Commission also conducted a report on SDG data gap analysis and assessed the 

availability of indicators with 62 government agencies/Ministries in terms of data 

readily available, partially available and not available. Development of BESF 

(2016–2030) consulted all related documents, including this GED report in outlining 

the proposed title of (15 sets of) reports. 
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11.3 ENVIRONMENTAL GOVERNANCE IN BANGLADESH: 
POLICIES AND INSTITUTIONAL MANDATES 

Almost all sectors within Bangladesh have environmental concerns of some descrip-

tion, especially those relating to action in natural resources management such as 

land and water. The National Environmental Council was established in Bangladesh, 

chaired by the prime minister. It functions through an Executive Ministerial 

Committee headed by the Ministry of Environment Forest and Climate Change 

(MoEFCC) and a Divisional Environment Committee headed by the Divisional 

Commissioner. The MoEFCC is primarily responsible for environmental protection, 

also responsible for the formulation and monitoring of environmental policy and 

legislation. This ministry acts as the controlling authority of all executing agencies 

like DoE, Forest Department (FD), Bangladesh Forest Research Institute (BFRI), 

Bangladesh Forest Industries Development Corporation (BFIDC) and Institute of 

Forestry and Environmental Sciences (IFESCU). Furthermore, it coordinates other 

inter-ministerial (e.g., water, industrial, transport and mining) environmental issues. 

The FD works as an executing agency for the protection, control, conservation, 

expansion and maintenance of the national forest resources. In addition, a number 

of Ministries take into consideration environmental issues as cross-cutting. These 

include Ministry of Planning, Ministry of Local Government Rural Development and 

Cooperatives (MoLGRD & C), Ministry of Water Resource, Ministry of Agriculture, 

Ministry of Health and Family Welfare, Department of Public Health Engineering, 

Water Supply and Sewerage Authority, Ministry of Energy and Mineral Resources.1 

The National Environment Management Action Plan (NEMAP) 1992 of Ministry 

of Environment and Forest (MoEF) proposes actions to achieve the objective stated 

in the National Environmental Policy 1992. These actions cover many diverse areas 

related to the environment with emphasis on public participation in the process of 

formulating the action plan. The Environmental Conservation Act of 1995 empow-

ered the MoEF to formulate rules and guidelines for the management of environ-

ment. It also designates DoE responsible for enforcing the 1997 EIA procedures to 

control air pollution, water pollution, noise pollution. The EIA process is categorized 

into four classes, those are green, amber A, amber B and red2(Table 11.2). 

It is important to note that the legal frameworks that are concerned about envi-

ronment in Bangladesh are crowded with big number of documents. However, the 

Bangladesh Environment Policy 1992,3 the Forest Policy 1994 (Forest Act 2021), 

the Water Policy 1999, the National Land Use Policy 2001, the National Fisheries 

Policy 1998, the National Environmental Management Action Plan (NEMAP) 1995 

are the major policies that play roles in providing necessary guidelines in formulat-

ing acts, laws, strategies, plans and to issue relevant ordinances on environmental 

issues. The policies also provide directives in making institutional architecture and 

to formulate institutional mandates for achieving the policy objectives. The impor-

tant issues to mention here are that most of the policies were developed before the 

year 2000 in the contexts and necessity of that time and hence the institutional 

architecture, human resources, mandates to achieve were remained to be old fash-

ioned. In contrast, the policies those were formulated or amended after 2000 incor-

porated the environmental and biodiversity conservation issues more seriously. 



182 AI, GIS, and MCDM for Improving Sustainable Development 

TABLE 11.2 

Some of the Key Environmental Laws in Bangladesh 

Laws and Regulations Relevance to Environment 

Bangladesh Environmental Conservation Empowers the MOEF to formulate rules and guidelines 

Act, 1995 for the management of the environment. Designates 

DOE as responsible for enforcing the 1997 EIA 

procedures. 

Environmental Conservation Rules, 1997 Air pollution, water pollution, noise 

Environmental Pollution Control Ordinance, National water quality standards according to WHO 

1997 guidelines, air quality standards, noise, solid waste 

management 

Agriculture Pest Ordinance, 1962 Toxic and hazardous substance 

Private Forest Ordinance, 1950 Forest Conservation 

Forest Act, 1927 Forest Conservation, biodiversity conservation, soil 

conservation 

Wildlife Preservation Act, 1973 Wildlife conservation, wetland management, 

biodiversity conservation 

Wildlife (Conservation and Security) Act 

2012 

Medical Waste Management Rules, 2009 Management of medical wastes generated in hospitals, 

clinics and diagnostic centres 

Marine Fisheries Ordinance, 1983 Coastal resources management, biodiversity 

conservation, marine pollution 

Territorial Water and Marine Zone Act, Coastal resources management, marine pollution 

1974 

Water Supply and Sewerage Authority Water resources management 

Ordinance, 1963 

Ship Breaking and Hazardous Waste Management Rules, 2010 

Balu Mohal and Soil Management Rules 2011 

Bangladesh Climate Change Resilience Fund, 2011 

Forest Transit Rule, 2011 

Draft National River Conservation Act, 2011 

Bangladesh Wildlife Conservation and Security Act, 2012 

Draft Tree Conservation Act, 2012 

Disaster Management Act, 2012 

Forest (Amendment) Act, 2012 

Sustainable & Renewable Energy Development Authority (SREDA) Act (draft), 2012. 

Land Zoning Act (Draft), 2012 

National Water Act (draft), 2012 

Brick Production Act (draft), 2012 

Haor Master Plan, 2012–2032 

Bangladesh Wildlife Conservation and Security Act, 2012 

Disaster Management Act, 2012 

Forest (Amendment) Act, 2012 

Draft e-Waste Management Rule, 2018 
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It suggests that the legal documents that were passed earlier were less aligned with 

the national and international goals and targets relating to environmental conserva-

tion, including SDG green targets. This overcrowding and old makeup of the legal 

documents leave impacts on the ways environmental concerns are to be handled by 

relevant agencies. 

11.4 UTILIZATION OF EARTH OBSERVATION AND 
GEOSPATIAL INFORMATION SYSTEM DATA 

Tables 11.3 and 11.4 show that there is a large amount of geospatial data available 

in Bangladesh through various public and private sector organizations which were 

produced to facilitate their mandated responsibilities to perform. Almost every year 

the demand for maps and geospatial data is growing in Bangladesh due to the increas-

ing number of prominent governmental organizations within Bangladesh using GIS 

facilities in their respective felds of application, though most of these users are 

developing GIS databases in isolation. This is creating redundancy, inconsistency 

and duplication of data along with very high initial overhead costs.4 According to 

the Statistics Act 2013, BBS is mandated to establish an Integrated Geographical 

Information System. BBS is now working closely with SoB and other GIS-based 

organizations towards establishing an integrated geographical information system. 

The United Nations Statistical Commission (UNSC) and United Nations Committee of 

Experts on Global Geospatial Information Management (UN-GGIM) have recognized 

the need for managing and effectively integrating geospatial and statistical informa-

tion nationally and globally. It is imperative to mention here that application of satellite 

remote sensing, photogrammetry for analysing aerial photographs have been in use in 

Bangladesh since 1980 with the development of Space Research and Remote Sensing 

Organization (SPARRSO) and thereafter emergence and contributions of Environment 

and GIS (EGIS) in the water sector in 1990. In addition, Survey of Bangladesh (SoB), 

SRDI, BARC are some agencies who have the capacities to use geospatial methods, 

data and tools in Bangladesh. SPARRO have been using data from meteorological sat-

ellites like National Oceanic and Atmospheric Administration-Advanced Very High 

Resolution Radiometer (NOAA-AVHRR) to forecast rainfall, tornado and cyclone pre-

dictions and the results are supplied to BMD and BBS for their reporting and dissemi-

nation purposes. SoB produces administrative and topographic maps at 1:50,000 scale 

and aerial photographs covering the entire country are archived for years like 1974–

1975 (1:30,000 scale), 1983/1984 (1:50,000 scale) and 1999–2000 (at 1:25,000 scale). 

But use of these data needs permissions from Bangladesh Ministry of Defence. The 

agency named EGIS, later renamed CEGIS, has necessary expertise to use radar data 

for food monitoring; the agency also contributes in areas of foodplain research, river 

morphology dynamics, land use zoning and environmental impact assessments. In 

addition, natural resources mapping, monitoring, crop estimation, post-disaster impact 

assessments are some avenues where these agencies play important roles in generating 

primary data. Bangladesh has got the necessary capacity at this moment to generate 

and handle space and GIS-based data that may combine disaster data along with disag-

gregated socio-economic data for evidence-based policy making. Tables 11.3 and 11.4 

show the usage type of applied GIS data by SoB.
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TABLE 11.3 

Availability of Geospatial Data That Is Collected by SoB 

Scale of the Maps: 5,000 and 25,000 (Being Implemented) 

Category Summary Layers 

1 Administrative Boundary International, Division, District, Upazila along with Pillars and 

topographical sheet boundaries 

2 Building and Structure Building, Building Rooftops, Clustered Buildings, Built up 

Area, Monuments etc. 

3 Facilities Religious, Education, Health, Governmental facilities etc. 

4 Geodetic Control Points Nationwide Vertical and Horizontal control points 

5 Hydrography River, Wetland, Island/Char-land etc. 

6 Industry Major Industrial locations along with type 

7 Relief Contour, Spot heights etc. 

8 Transportation Road, Railroad, Bridges, Ports etc. 

9 Vegetation Forest, Cultivation and non-cultivation area 

TABLE 11.4 

Usage of Geospatial Data That Is Collected by SoB 

Field of Applications Use Activities 

Agriculture Monitoring, evaluation and management 

Environment Monitoring, modelling and management for land 

degradation; weather and climate modelling, prediction 

and forecasting; river and coastal erosion modelling; 

food management etc. 

Health Aerial distribution of different diseases in relation to 

environmental factors; visualizing changes in the 

occurrence of a disease over time etc. 

Intelligence Monitoring, tracking, evaluation and management 

Forestry Management, planning; map prepare for site specifc 

matching etc. 

Regional/Local Planning Development of plans, maintenance, management; 

infrastructure development programme, land registration etc. 

Research and Education Different solutions from personal to national level etc. 

Resource Management, planning, monitoring, recording etc. 

Social Studies Demographic trends and developments analysis etc. 

Transport Network Planning and management etc. 

Military Use IPB, DMP and other battle planning, terrain analysis, 

resource planning, deployment, management, monitoring, 

recording etc. 

Other Uses Thematic mapping, topographical mapping, site and 

location information, services, consultancy etc. 
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Furthermore, within the National Strategy for Development of Statistics (NSDS), 

scopes have been identifed for modernizing GIS and developing a web-enabled GIS 

mapping system with other statistical attributes.5 

11.5 QUALITY ASSURANCE AND VALIDATION METHODS 

Data quality concerns arise in a number of ways in Bangladesh. These quality issues 

may be elaborated frstly as faws and shortcomings of data collection methodologies, 

secondly as introduction of human errors during data collection processes and fnally as 

lack of regular update of the data that may cause loss of relevance of use of data. Data on 

demographic (through census surveys), agricultural crops, socio-economic indicators 

and sector-specifc variables (e.g., health and sanitation, industrial growth and pov-

erty incidence) are being gathered by BBS since the independence of Bangladesh. In 

conducting census surveys (e.g., population, agriculture), BBS uses door-to-door data 

collection methods, while other surveys like Household Income and Expenditure 

Survey (HIES6) the agency is based on representative sample surveys for data col-

lection through a number of Primary Sample Units (PSU). This indicates that census 

survey results may supply information up to the lowest tier of the country but HIES 

may be only applicable to district level (not very effective to use lower than district 

level) reporting. BBS provides training at two levels (develop master trainers who 

train enumerators and data entry operators) in order to reduce errors and to ensure 

quality in producing data. 

Agencies such as SoB, SRDI, Department of Land Records and Survey (DLRS) 

also produced data on land ownership and land quality aspects. But due to lack of 

data update, some of the data become irreverent and thus provide confusing state 

of the phenomenon. For instance, data generated on different characteristics of soil 

generated in the 1960s are still in use in making the agro-ecological database (AEZ 

database) of Bangladesh and these datasets are still in use for agricultural crop pro-

duction planning and harvest estimation. Karim and Iqbal (2001) showed that soil 

properties in different AEZs of Bangladesh have signifcantly changed (Figure 11.1) 

and commented that without update of the soil data and associated AEZ database the 

use of this data for agricultural planning might have little use/impact. Later, during 

the 1990s, the use of geospatial data and techniques and relevant data by a number 

of Bangladeshi agencies added new dimension in the integration of non-spatial data 

with non-spatial variables and to perform different kinds of spatial analysis and map-

ping activities. Data produced on environmental indicators (e.g., waterbodies and 

forests) by the then ESPAN (currently known as CEGIS), AEZ database including 

maps developed by BARC, pilot projects implemented by DLRS, infrastructure and 

service facilities data produced by Local Government and Engineering Department 

(LGED) are some examples of production of geospatial data in Bangladesh. 

But these datasets (both spatial and non-spatial) were produced few decades back 

and become less relevant nowadays because the landscapes of Bangladesh (e.g., geo-

morphological settings and waterbodies/rivers) are highly dynamic and land con-

fgurations change quickly which cannot be captured in databases without regular 

updating provisions. 
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FIGURE 11.1 Change in the soil properties in different Agro-Ecological Zones of Bangladesh. 

(Figure generated using data from Karim and Iqbal 2001.) 

11.6 AVAILABILITY OF ENVIRONMENTAL DATASET 
BY OTHERS (I.E. DATA USERS) 

In general, the agencies which produce environmental data (i.e. act as producer) also 

use the same data (i.e. act as user) for public reporting, planning and management of 

natural resources and in some cases for providing early disaster warning to people. For 

instance, BMD produces data on different meteorological indicators based on daily 

records, satellite information and old records for climate trend analysis and at the same 

time uses their own information for long-term forecasts and trend analysis. BMD uses 

satellite data such as National Oceanic and Atmospheric Administration-Advanced 

Very High Resolution Radiometer (NOAA-AVHRR) and other satellites to predict 

rainfall and cyclone warnings. Bangladesh FD also works both as data producer and 

user. But agencies like Flood Forecasting and Warning Centre (FFWC) of Bangladesh 

Water Development Board (BWDB) do not produce primary data but use hydro-mete-

orological and land morphological data generated by BWDB and BMD and also use 

satellite altimeter data to forecast food warning signals for various stakeholders like 

communities, navigating vessels and disaster impact professionals and volunteers. 

Other agencies such as Department of Disaster Management (DDM), Bangladesh Red 

Crescent Society, development partners such as UNDP, UNEP, FAO use environmental 

data generated by different government agencies and help various agencies by devel-

oping partnership programmes so that they can provide more effective services to the 
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11.7 CHALLENGES AND CONSTRAINTS FOR 
ENVIRONMENTAL DATA MANAGEMENT 

The challenges and constraints that exist within the various ministries and agencies 

for collecting and managing environmental statistics generally entail a shortage of 

knowledgeable and competently trained human resources coupled with a lack of 

technical capacity and severe limitation on fnancial resources. More specifcally, 

the key challenges for having an effective environmental data management and 

reporting system among the various stakeholders include the following9: 

• Lack of inter-ministerial/agencies agreement and coordination on how to 

work together and collect, manage and share data. Ministries, institutions 

and organizations have various types of environmental data, but due to lack 

of coordination and formal agreements, it is not possible to access or use 

this data strategically; 

• Lack of a standard or common format and sharing/dissemination platform 

for administrative environmental data; 

• No data quality assurance/guideline is currently available and as a result 

agencies are reluctant to ensure quality of data they supply or use; 

• Lack of permanent and suffcient budget has become one of the vital issues 

for data collection, compilation, processing and dissemination of environ-

mental data; and 

• Absence or non-operationalization of designated ministry, institute or orga-

nization focal points that have the offcial responsibility for management 

environmental statistical data and other information. 

communities. Programmes like Comprehensive Disaster Management Programme 

(CDMP,7 Phases I and II), running from 2003 to 2015, and National Alliance for Risk 

reduction and Response Initiatives (NARRI)8, running since 2010, are a few major 

initiatives implemented in Bangladesh that were supported by a consortium of donors. 

These programmes use various kinds of environmental data and provide backstopping 

support to frontline government agencies for their capacity development and enable 

them to provide community support effectively. DDM with the support of development 

partners conducted a disaster risk assessment called Community Risk Assessment 

(CRA) that performs nine-step exercise using different kinds of environmental data 

and fnally prepares Risk Reduction Action Plan (RRAP) at grassroots levels. In addi-

tion, this DDM agency produces post-disaster impact assessment data using a feld 

level data collection tool called “D Form” which contains 27 types of loss and dam-

age information categories (Table 11.5) to be flled in by government representatives 

at upazila level and district commissioners at district level and sent to Emergency 

Operation Center (EOC) within three weeks of disaster occurrence. The EOC then 

compiles all the data gathered from the feld and develops national loss and damage 

database and forward to National Disaster Response Coordination Center (NDRCC) 

based at the Ministry of Disaster Management and Relief (MoDMR) for wider  

dissemination.
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TABLE 11.5 

Loss and Damage Information Categories Contained in the “D” Form 

Information Information 

Category Description Category Description 

1 Name of upazila and district 15 Damage of mobile phone towers 

affected disasters 

2 Number of wards/unions 16 Damage of structures of religious 

affected institutions 

3 Affected area in square 17 Information on the damage of road 

kilometres networks of different categories 

4 Affected people (men, 18 Number of bridge and culvert damage 

women, children) 

5 Physically challenged 19 Damage of embankments in 

persons (men, women, kilometres 

children) 

6 Affected households 20 Affected forest areas in hectares 

(partial, total) 

7 Number of affected house 21 Number of affected educational 

(concrete, semi-concrete, institutions 

thatch made) 

8 Affected disaster shelters 22 Affected industries (agriculture and 

(partial, total) non-agriculture) 

9 Value of livestock lost 23 Number of affected tubewells 

(goats, lambs) 

10 Value of livestock lost (cow, 24 Affected toilets/latrines 

buffalo) 

11 Value of birds/poultry lost 25 Affected water reservoirs in numbers 

(chicken, duck) 

12 Affected crops and seedbeds 26 Affected health centres (hospitals, 

in hectares clinics, community health centres) 

13 Damage of other farms (e.g., 27 Loss of fshing boats and gears (boats, 

shrimp hatchery) trawlers, fshing nets) 

14 Damage of power lines 

(partial, total) 

Note: This form is used by the Department of Disaster Management (DDM) for collecting loss and 

damage data of disaster impacts. 

11.8 CONCLUSIONS AND WAY FORWARD 

Despite having a good number of governance instruments such as policies, laws, 

acts, rules, environmental degradation could not be halted as expected. In addition, 

rapid and slow-onset disasters in the contexts of climate change continue posing 

threats to physical systems and processes (Islam and Neelim 2010). It is impor-

tant to note here that at-scale, updated data may help to understand the situations 
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properly and identify the drivers of change on time, which may facilitate taking 

appropriate action plans to arrest further degradation. Bangladesh Government 

has adopted UN-ESSAT, UN-FDES, UN-SEEA to outline her environmental data 

generation process and utilize geospatial tools and methods towards effective gov-

ernance so that primary production presses are supported by the natural resource 

base and people can live in a better environmental state with good health. Finally, a 

number of recommendations are made to strengthen environmental data generation 

capacity of the agencies/professionals and to develop better management, sharing 

and reporting systems in Bangladesh. These are as follows: (i) Institutional com-

mitments are necessary to align data generation activities and improve data sharing 

mechanisms (e.g., assigning offcials for data management, disseminating data via 

web portals). (ii) Inter-agency coordination must be effcient, effective. (iii) Data 

sharing must be free of costs (since data were generated using public resources) so 

that sharing is free of hindrance. NSDS 2013, Statistical Act 2013, National Spatial 

Data Infrastructure (NSDI) should be properly harmonized with UN-FDES and 

UN-SEEA. In addition, data generation should also be aligned with DRSF (disas-

ter statistics proposed by UNESCAP) and poverty environment integration (PEI) 

protocols so that overlaps in data generation could be avoided. (iv) Data quality 

concerns should be addressed by identifying the sources of error (e.g., shortcom-

ings of data collection methodologies and use of technologies to reduce human 

error). Metadata10 should be maintained for all kinds of data generated. (v) Data 

collection strategies/methodologies should be developed as per the requirement of 

scale so that necessary elements could be taken into consideration (at-scale) for data 

generation. (vi) Updating existing data is essential since old data could mislead the 

progress monitoring and planning provisions. (vii) New data acquisition methods, 

such as satellite remote sensing, should be incorporated in the data generation process. 

In addition, data (as long as possible) generated for different variables should be 

geo-referenced and presented and archived in geocoded mapping framework so that 

environmental variables could be distributed spatially and spatial analysis could be 

performed. 

NOTES 

1 Handbook on National Environmental Legislation and Institutions in Bangladesh. 
2 Handbook on National Environmental Legislation and Institutions in Bangladesh. 
3 Bangladesh Environment Policy has been updated; National Environment Committee 

has approved the updated Bangladesh Environmental Policy, 2018. 
4 Bangladesh Country Report Integrating Statistical and Geospatial Information 

System. 
5 Bangladesh Country Report Integrating Statistical and Geospatial Information System. 
6 HIES 2016 was conducted comprising 2304 Primary Sample Units (PSUs) covering 

46,080 households, while HIES 2010 took only 12,240 households. 
7 http://www.bd.undp.org/content/bangladesh/en/home/operations/projects/All_ 

Closed_Projects/Closed_Projects_Crisis_Prevention_and_Recovery/comprehensive-
disaster-management-programme/CDMPHome.html 

8 http://narri-bd.org/ 
9 Bangladesh Environmental Statistics Framework (BESF) 2016-2030, May 2017. 

10 Data about data. 

http://www.bd.undp.org/content/bangladesh/en/home/operations/projects/All_Closed_Projects/Closed_Projects_Crisis_Prevention_and_Recovery/comprehensive-disaster-management-programme/CDMPHome.html
http://www.bd.undp.org/content/bangladesh/en/home/operations/projects/All_Closed_Projects/Closed_Projects_Crisis_Prevention_and_Recovery/comprehensive-disaster-management-programme/CDMPHome.html
http://www.bd.undp.org/content/bangladesh/en/home/operations/projects/All_Closed_Projects/Closed_Projects_Crisis_Prevention_and_Recovery/comprehensive-disaster-management-programme/CDMPHome.html
http://narri-bd.org/
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12.1 INTRODUCTION 

Tropical cyclones have been more common in coastal India recently, with cyclones 

like Aila (May, 2009), Fani (April, 2019), ‘Bulbul’ (November, 2019), ‘Umphun’ 

(May, 2020), ‘Yaas’ (May, 2021), causing destruction. Recent research Chowdhury 

et al. (2023) showed samples of water from nearby rivers, including the ‘Bidya’ 

‘Matla’ Hooghly’ and ‘Raimangal’ indicated higher saline levels in the Sundarbans. 

In a different study, Tenhunen et al. (2023) found that post-Aila conditions led to a 

signifcant increase in saline levels measured in the tidal waters of the Sundarbans. 
The level of surface waters are elevating which may be contributed by the star-

tling speed of sea level rise in the Sundarbans, which is predicted to be 3.5 mm 
year−1, as well as the frequent occurrence of tropical cyclones like ‘Aila’, ‘Umphun’, 
Yaas’ and a very recent Sitrang in October 2022 caused inundation of saline water 
into the agricultural lands, leading to thousand hectares of land which are unusable 
and unsuited for agriculture (Mandal et al., 2024; Roy and Ghosh, 2024). The fragil-
ity of the rice crop (Oryza sativa L.) to saline stress, which is a major contributor 
to the region’s agricultural economy, exacerbates the issue for the rural population. 

Rise of soil salinity affects crop yield and lead to food emergencies (Allakhverdiev 
et al., 1999; Egea et al., 2023). By 2050, soil salinity could wipe out 50% of all ara-
ble lands worldwide, as per the ‘Food and Agricultural Organization (FAO)’ (FAO, 
2017; Negacz et al., 2022). A total of 86 million hectares of land in India have been 
damaged by salinity (Mishra et al., 2023; Pathak, 2000). Rice production in the area 
can be exceedingly diffcult to increase or even maintain when under salt stress. 
Rice production remains natural till the salt level reaches 3 dS m−1, beyond this 
level, the production decreases nearly 13% for every unit rise in salinity (Omar et al., 
2023). The area’s main crop, rice, is hindered by water which enters the arable lands 
with tides, which causes the ‘Kharif’ (monsoon) growing season plagued by water 

https://doi.org/10.1201/9781032683928-12
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logging, whereas due to the capillary rise of ‘groundwater’ sources within paddy 

feld plots, the Boro (winter) crop is hindered by signifcant salt stress. 
The most crucial component of a salty environment is NaCl. High levels of NaCl 

have been linked to a variety of negative effects, including an imbalance in the 
uptake of K+ and Ca2+ by rice plants, the inactivation of enzymes, the inhibition of 
protein synthesis, the premature senescence of leaves, lower photosynthetic and res-
piration rates, and higher levels of reactive oxygen species (ROS) (; Munns, 2002). 
Other effects include nitrogen metabolism, availability of water, ion uptake (Guo 
et al., 2022). Salinity also contributes to a number of germination issues with seeds 
and propagules (Laamari et al., 2024). 

The lipid peroxidation process, which is triggered by stress-related high ROS 
levels and causes DNA and protein damage, is extremely detrimental to plant cells 
and destroys membrane lipids (Basu et al., 2010). The production of ROS and/or 
the suppression of the system that protects against them are thought to be at least 
largely responsible for the deleterious consequences of these numerous environmen-
tal stresses (Bor et al., 2003; Gul et al., 2022). Most abiotic stresses, such as chilling 
(Wu et al., 2022), heavy metal toxicity (Rashid et al., 2023), drought (Pamungkas 
and Farid, 2022), and salt (Ondrasek et al., 2022), appear to result in an increase 
in ROS, which are also created in the course of aerobic metabolism. The defence 
mechanisms of plants include release of enzymes like catalase (EC 1.11.1.6), glu-
tathione reductase (EC 1.6.4.2), ascorbate peroxidase (EC 1.11.1.11), and glutathi-
one reductase (EC 1.15.1.1), as well as hydrophilic and hydrophobic antioxidants 
(α-tocopherol, carotenoids), ascorbic acid, and glutathione (Sachdev et al., 2023). In 
order to maintain ROS equilibrium, plants generate the antioxidant enzymes ‘SOD’ 
and ‘CAT’, but ‘proline’ helps plants to combat with ‘osmotic stress’ (Upadhyay 
et al., 2011). A more effective antioxidative system is typically associated with greater 
resistance to environmental challenges (Singh et al., 2022). When salt concentrations 
or temperatures are unfavourable, osmo-protectants increase cytoplasmic ‘osmotic 
pressure’ and perform a vital function in ‘protein’ and ‘membrane’ ‘stabilization’ 
(Choudhary et al., 2022; McNeil et al., 1999). Osmo-protectants come in three major 
varieties: betaines and related compounds, ‘polyols and sugars’, and amino acids 
like ‘proline’. Plants under salt or water stress produce more ‘proline’, which has 
been associated with a species’ ability to withstand osmotic stress (Rhodes et al., 
1998; Seleiman et al., 2022). Although some researchers (Awaad, 2023; Cao et al., 
2023) believe in its importance in fostering resistance to salt stress is debatable; it 
may be an indication of stress injury rather than a measurement of stress tolerance. 
Consequently, a deeper analysis of the function of ‘proline’ build-up in salt stress 
is needed. According to Dubey and Rani (1989), rice is a crop with a moderate salt 
tolerance that comes in a variety of salinity-sensitive cultivars. 

Salinity is a serious issue that not only lowers agricultural potential but also has 
an impact on farmer livelihood methods in Sundarbans region (Mistry, 2022). The 
production of native rice varieties has been negatively impacted by increased soil 
salinity, and there has been a move towards salt-tolerant cultivars and practises as 
well (Mistry, 2022). So, here the question arises how does salt stress infuence stress 
enzyme activity and proline content in rice seedlings in a coastal environment? To 
solve the research question, the current study sought to examine the capacities of 
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Nona Bokra and IET 4786 (control) to manage the impact of ‘salt stress’ on their 

germination rates, antioxidant enzyme activities, and build-up of ‘proline’. 

12.2 MATERIALS AND METHODS 

12.2.1 STUDY SITE AND SEED COLLECTION 

Seeds from var. ‘IET 4786’ and var. ‘Nona Bokra’ were considered for the experiment. 

For the collection of seeds, the present research focused on ‘Crop Research and Seed 

Multiplication Farm (CRSMF)’, (Lat: 23°15′4.09″N, Lon: 87°50′41.05″E) of the District of 

Purba Burdwan and Maipith (Lat: 21°51′58.37″N, Lon: 88°30′53.34″E) of the District 

of South 24 Parganas, Sundarbans of West Bengal state, India (Figure 12.1). The seeds 

of rice variety ‘IET 4786’ were collected from CRSMF and seeds of Nona Bokra 

were collected from Maipith by the local farmers. The salinity of soil in the CRSMF 

was 2.45 g l−1, while in Maipith farming areas, it was 14.78 g l−1. 
‘Nona Bokra’ is one of the widely used, high-yielding and saline-tolerant variet-

ies that have been found in India so far and suggested for site-specifc cultivation in 
saline environments (Jayabalan et al., 2022). Following a 24-hour period of steriliza-
tion with ‘0.05% prochloraz emulsifable’ concentrate, seeds were thoroughly rinsed 
with tap water to eliminate the pesticide (Demiral and Türkan, 2005). 

12.2.2 EXPERIMENTAL DESIGN AND STUDY OF SEED GERMINATION 

To assess the NaCl stress on germination, in a Whatman No. 2 flter paper, 20 seeds 
were distributed from each cultivar in 10 cm ‘petri dishes’. To them, ‘5 ml’ of either 

FIGURE 12.1 Study sites of var. ‘IET 4786’ and var. ‘GD 98028’ rice varieties. 
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‘distilled water’ (used as a control) or a NaCl solution were added. The seeds were 

kept in environmental chamber at 30°C with 12 hours of light for 72 hours. A volume 

of ‘5 ml’ of ‘distilled water’ (control) or a NaCl solution (60 and 120 mol m−3) were 
added to the plates after two, three, and four days. For six days, the number of seeds 
that germinated was counted every day. 

12.2.3 NACL STRESS TREATMENTS OF SEEDLINGS 

The seedlings were then studied to test how the NaCl stress limits seedling growth. 
In the regulated ‘environmental chamber’, the 16-hour photoperiod was maintained at 
30°C during day and 22°C night, and 70% relative humidity. This was done using a 
metal halide bulb. The investigation was carried out for a further 15 days. The nutritional 
solution comprised 0.88 mol m−3 K2SO4, 1 mol m−3 Ca(NO3)2, 1 mol m−3 (NH4)2SO4, 
1 mol m−3 MgSO4, 0.25 mol m−3 KHPO4, 0.1 mol m−3 KCl, 40 mol m−3 Fe-EDTA, 
10 mol m−3 H3BO4, 1 mol m−3 MnSO4, 1 mol m−3 ZnSO4, 0.1 mol m−3 CuSO4, and 
0.01 mol m−3 KCl (NH4)6MoO24 (Zeng and Shannon, 2000). This solution was changed 
every two days, and 1 N HCl was used to adjust the pH to 6. The plants were salinized 
with 0, 60, or 120 mol m−3 NaCl nutrient solution up to 15 days. At 8, 11, and 14 days 
after being exposed to the salt, samples of the leaves and roots were taken (Figure 12.2). 
Leaf samples were collected, weighed, and stored at freezer to be examined for 

FIGURE 12.2 Control and salinity stress condition after eight days of seed germination in 
var. ‘IET 4786’ and var. ‘GD 98028’ rice varieties. 
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antioxidant enzyme activity and ‘proline’. Each experiment was independently car-

ried out at least three times. 

12.2.4 GROWTH MEASUREMENTS 

For a randomly chosen sample of salt-treated rice seedlings, growth ratios were com-

puted. Following blotting, fresh weights and root lengths were calculated by count-

ing the intervals between the start and end of the NaCl treatment. 

12.2.5 ANTIOXIDATIVE ENZYME AND ‘PROLINE’ CONTENT ASSAYS 

For the assay of antioxidative enzyme and ‘proline’ content, 0.5 g sample of leaves 

were frozen using liquid nitrogen and ground fnely. Superoxide dismutase (‘SOD’, 
EC 1.15.1.1) activity was tested following the method by McCord and Fridovich 
(1969). To ascertain the APX activity, the rate of ascorbate oxidation at 290 nm was 
measured (Nakano and Asada, 1981). The activity of catalase (‘CAT’, EC 1.11.1.6) 
was measured by observing the drop in absorbance at 240 nm caused by H2O2 oxi-
dation (Blume and McClure, 1980). The ‘proline’ content was determined using the 
protocol. 

12.2.6 STATISTICAL ANALYSIS 

The collected data of different enzymes were subjected to two-way analysis of vari-
ance (ANOVA) using statistical analysis package: SPSS (Version23). 

12.3 RESULTS 

Without being subjected to NaCl stress, ‘IET 4786’ rice seeds germinated more 
quickly than ‘Nona Bokra’ (Figure 12.3), the germination rate for both the cultivars 
slow down with the rise of NaCl concentration. In contrast to ‘Nona Bokra’, ‘IET 
4786’ had a stronger inhibitory impact. For instance, ‘Nona Bokra’ germination rate 
was remained at 80% after six days of salt stress, in the presence of 120 mol m−3 

NaCl, however, for ‘IET 4786’, it was only about 10%, respectively, in 120 mol m−3 

NaCl. 
‘SOD’ activity increased gradually as salinity increased in ‘Nona Bokra’ as well 

as in ‘IET 4786’. But ‘Nona Bokra’ showed much higher values compared to ‘IET 
4786’ (p < 0.05). Additionally, the basal levels of ‘SOD’ activity of salt-tolerant 
cultivar ‘Nona Bokra’ was substantially higher than that of salt-sensitive cultivar 
‘IET 4786’. The values were 69.7 ± 0.35, 70.37 ± 0.95, 94.68 ± 0.31 and 95.23 ± 0.64 
µmol min−1 mg−1 protein of fresh weight at the end of 14 days experiment in case of 
60 and 120 mol m−3 NaCl treatment, for ‘IET 4786’ and ‘Nona Bokra’, respectively 
(Figure 12.4). 

Similar to ‘SOD’, in the leaves of unstressed plants, ‘CAT’ activities were higher 
in that of tolerant cultivar ‘Nona Bokra’ 1.89 ± 0.02 and 1.95 ± 0.01 µmol min−1 mg−1 

protein of fresh weight than it was in the salt-sensitive IET 4786, 1.58 ± 0.02 and 
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FIGURE 12.3 Superoxide dismutase (SOD) activity of var. ‘IET 4786’ and var. ‘GD 98028’. 

Here NB-C = GD 98028 at control condition, NB-60 = GD 98028 at 60 mol m−3 NaCl, 
NB-120 = GD 98028 at 120 mol m−3 NaCl, IET C = IET 4786 at control, IET 60 = IET 4786 
at 60 mol m−3 NaCl, IET 120 = IET 4786 at 120 mol m−3 NaCl. 

FIGURE 12.4 Catalase (CAT) activity of var. ‘IET 4786’ and var. ‘GD 98028’. Here NB-C 
= GD 98028 at control condition, NB-60 = GD 98028 at 60 mol m−3 NaCl, NB-120 = GD 
98028 at 120 mol m−3 NaCl, IET C = IET 4786 at control, IET 60 = IET 4786 at 60 mol m−3 

NaCl, IET 120 = IET 4786 at 120 mol m−3 NaCl. 
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FIGURE 12.5 Ascorbic peroxidase (APX) activity of var. ‘IET 4786’ and var. ‘GD 98028’. 

Here, NB-C = GD 98028 at control condition, NB-60 = GD 98028 at 60 mol m−3 NaCl, 
NB-120 = GD 98028 at 120 mol m−3 NaCl, IET C = IET 4786 at control, IET 60 = IET 4786 
at 60 mol m−3 NaCl, IET 120 = IET 4786 at 120 mol m−3 NaCl. 

1.63 ± 0.02 µmol min−1 mg−1 protein of fresh weight at the end of 14 days experiment 
in 60 mol m−3 and 120 mol m−3 NaCl treatment (Figure 12.5). 

In contrast to the salt-sensitive cultivar ‘IET 4786’, salt-tolerant cultivar ‘Nona 

Bokra’ showed signifcantly increasing levels of ‘APX’, 80.8 ± 1.00 and 87.93 ± 0.38 
µmol min−1 mg −1 protein of fresh weight as seen by the activity profle of ‘APX’ 
(Figure 12.6) at the end of 14-day experiment in 60 mol m−3 and 120 mol m−3 NaCl 
treatment, whereas IET 4786 decreased with increasing salinity stress 70.07 ± 0.03 
and 68.63 ± 0.32 µmol min−1 mg−1 protein of fresh weight, respectively. Even while 
‘APX’ activity increased in ‘IET 4786’ under salt stress up to 120 mol m−3, it was 
still much lower than in the unstressed leaves of ‘Nona Bokra’ (Tables 12.1 and 12.2). 
Seed vigour index (SVI) and germination percentages were calculated and values 
represented in Table 12.3. The SVI for ‘IET 4786’ was found to decrease with the 
increasing concentration of NaCl. However, the SVI was consistent for var. ‘Nona 

Bokra’ under the NaCl concentration of 0 and 60 mol m−3. 
‘Proline’ accumulation was already evident in both cultivars, although it was con-

sistently higher in the salt-sensitive cultivar ‘IET 4786’ than the salt-tolerant ‘Nona 

Bokra’ after 11 and 14 days of stress treatment (p < 0.05) (Figure 12.7). In com-
parison to roots, leaves have a higher content of ‘proline’ (p < 0.05) (Figure 12.7). 
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FIGURE 12.6 Proline content in roots of var. ‘IET 4786’ and var. ‘GD 98028’. Here, NB-C 

= GD 98028 at control condition, NB-60 = GD 98028 at 60 mol m−3 NaCl, NB-120 = GD 
98028 at 120 mol m−3 NaCl, IET C = IET 4786 at control, IET 60 = IET 4786 at 60 mol m−3 

NaCl, IET 120 = IET 4786 at 120 mol m−3 NaCl. 

TABLE 12.1 

Two-Way ANOVA Analysis of Variance of a Completely Randomized Design 

(Two-Way Analysis of Variance), Where the Varieties and Treatments (NaCl 

Concentrations) and Their Interaction at Day 0 

Statistics 

Variable Source of Variation Mean Square F-Value P-Value R2 Adj. 

SOD Variety 298.250 167.118 <0.05 0.968 

Treatment 306.004 171.463 <0.05 

Variety 8.750 4.903 <0.05 
Treatment 

CAT Variety 0.000 0.214 >0.05 0.466 

Treatment 0.008 8.310 <0.05 

Variety 0.001 1.500 >0.05 
Treatment 

AP Variety 9.976 14.791 <0.05 0.565 

Treatment 2.672 3.961 <0.05 

Variety 1.474 2.185 >0.05 
Treatment 
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TABLE 12.2 

Two-Way ANOVA Analysis of Variance of a Completely Randomized Design 

(Two-Way Analysis of Variance) Where the Varieties and Treatments (NaCl 

Concentrations) and Their Interaction Is Represented at Day 6 

Variable Source of Variation Statistics 

Mean Square F-Value P-Value R2 Adj. 

SOD Variety 298.250 167.118 <0.05 0.977 

Treatment 306.004 171.463 <0.05 

Variety 8.750 4.903 <0.05 

Treatment 

CAT Variety 0.000 0.214 >0.05 0.623 

Treatment 0.008 8.310 <0.05 

Variety 0.001 1.500 >0.05 

Treatment 

AP Variety 401.389 544.051 <0.05 0.990 

Treatment 59.067 80.061 <0.05 

Variety 167.244 226.686 <0.05 

Treatment 

TABLE 12.3 

Seed Vigour Index and Germination Percentages of Var. IET 4786 and Var. 

GD 98028 Rice Varieties in Different Salt Stress Conditions 

Salt Stress Rice Varieties Seed Vigour Index (SVI) Germination (%) 

0 mol m−3 GD 98028/Nona Bokra 2.60 ± 0.07 87 ± 1.22 

IET 4786 2.77 ± 0.03 97 ± 2.87 

60 mol m−3 GD 98028/Nona Bokra 2.60 ± 0.10 88 ± 1.44 

IET 4786 2.27 ± 0.22 78 ± 3.86 

120 mol m−3 GD 98028/Nona Bokra 2.21 ± 0.08 82 ± 1.65 

IET 4786 0.26 ± 0.05 10 ± 1.54 

‘Proline’ levels were highest in the leaves of the salt-sensitive cultivar ‘IET 4786’ 

when treated to the intermediate NaCl dose i.e., 60 mol m −3 after 14 days of stress, 
and a little lower at the highest stress treatment at 120 mol m−3. 

The distribution of salinity of soil was recorded throughout the Sundarbans before 
and after the cyclonic event ‘Aila’ has occurred (Figure 12.8). 
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FIGURE 12.7 Proline content in leaves of var. ‘IET 4786’ and var. ‘GD 98028’. Here, NB-C 

= GD 98028 at control condition, NB-60 = GD 98028 at 60 mol m−3 NaCl, NB-120 = GD 
98028 at 120 mol m−3 NaCl, IET C = IET 4786 at control, IET 60 = IET 4786 at 60 mol m−3 

NaCl, IET 120 = IET 4786 at 120 mol m−3 NaCl. 

FIGURE 12.8 Distribution of salinity scenario of the Sundarbans (a) before ‘Aila’ and 
(b) post-‘Aila’ conditions. 
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12.4 DISCUSSION 

Salt stress affects almost all physiological functions of the plant. Plants subjected 

to such environmental stress conditions often suffer oxidative damage due to the 

disbalance between the production of ROS such as superoxide radical, hydrogen 

peroxide and hydroxyl radical and the reciprocating action of the antioxidants. 

Mohammed and Sen (1990) hypothesized that osmotic stress or particular ion tox-

icity cause germination to be decreased in saline media. The reverse of this reaction 

occurs when seeds are translocated from a ‘saline water’ to ‘distilled water’ (Sohn 

et al., 2005). In this study, ‘Nona Bokra’ exhibited superior germination during the 

salinity treatment period than ‘IET 4786’, suggesting that the latter is more resilient 

to the stress caused by NaCl. It is commonly believed that a plant’s ability to control 

or block the entry of Na ions from the roots to the leaves determines how resistant 

it is to salinity (Sohn et al., 2005). The nutritional balance and osmotic control are 

frequently upset by greater sodium content, which results in specifc ion toxicity. 
Superoxide radical and hydrogen peroxide production levels in salinized con-

ditions are the best indicators of the severity of oxidative stress. Enzymes of the 
antioxidant system was investigated in the leaves of salt-sensitive and salt-tolerant 
cultivars to ascertain the function of ROS scavenging systems in preventing oxidative 
stress. These present fndings regarding ‘SOD’ activity concur with those previously 
reported in ‘Solanum tuberosum’ (Benavídes et al., 2000), ‘Brassica juncea’ (Kumar, 
2002), and ‘Najas graminea’ (Rout and Shaw, 2001), where sensitive plants displayed 
lower basal levels of the enzyme activity than did tolerance cultivars. ‘SOD’ activity 
increased in salt-tolerant cultivars of wheat (Mandhania et al., 2006), cotton (Meloni 
et al., 2003), and ‘Catharanthus roseus’ whereas it decreased in salt-sensitive culti-
vars, which is similar to the current fndings (Jaleel, 2009). However, it has also been 
observed that salinity boosts ‘SOD’ activity in both salt-tolerant and salt-sensitive 
cultivars of B. juncea, with a larger basal level in the salt-tolerant cultivar (Kumar 
et al., 2006). Increased ‘SOD’ activity was observed for all the resistant cultivars 
withstanding ‘oxidative stress’ (Desingh and Kanagaraj, 2007). In ‘salt-sensitive’ 
cultivars, a decline in ‘SOD’ activity might supress the ability to combat ‘oxidative 
stress’. Inferring a potential role for an enzyme when exposed to salinity, ‘SOD’ activ-
ity increases and by the high basal activity in ‘Nona Bokra’ (Rout and Shaw, 2001). 

The ‘CAT’ is a detoxifying enzyme that breaks down hydrogen peroxide into 
water and oxygen. The results of this study support the fndings of Pal et al. (2004) 
and Mutlu et al. (2009), where, enhanced ‘CAT’ activity was observed in the ‘salt-
tolerant’ and ‘salt-sensitive’ cultivars of rice and wheat, respectively. According 
to Azooz et al. (2009), salt-tolerant types of maize revealed a progressive increase 
in ‘CAT’ surge with increased saline stress, but salt-sensitive cultivars showed a 
considerable decrease. When aquatic macrophytes were subjected to 200 mol m−3 

NaCl stress, Rout and Shaw (2001) and Dolatabadian et al. (2008) similarly noted 
an increase in ‘CAT’ activity. A directly proportional relationship exist between 
‘CAT’ activity and H2O2 formation in saline circumstances (Gupta and Gupta, 2005; 
Gueta-Dahan et al., 1997). According to study results, salt-tolerant genotypes of 
chickpea showed considerably larger ‘CAT’ surge compared to genotypes that are 
sensitive both before and after fowering (Singh et al., 2005), helping these genotypes 
to detoxify H2O2 generated under saline circumstances. High ‘CAT’ activity was 
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found in the cultivars of rice under saline soils. When compared to IR 29, a salinity 

susceptible variety, ‘Pokkali’ (a salinity tolerant variety) produced results that were 

identical to the ‘Nona Bokra’ from the present fndings. 
Benavídes et al. (2000) showed a higher basal level of ‘APX’ in salt-tolerant potato 

clones than in salt-sensitive clones, which is consistent with these fndings. In a sim-
ilar manner, Meneguzzo et al. (1999) found that under NaCl stress, salt-sensitive 
wheat cultivars increased their ‘APX’ activity signifcantly more than salt-tolerant 
wheat cultivars. Rout and Shaw (2001) observed high level of ‘APX’ activity in ‘salt-
sensitive’ ‘aquatic macrophytes’ in response to NaCl treatment, and decreased activ-
ity in resistant cultivars. Contrarily, Chawla et al. (2013) showed a greater increase 
in activity in the leaves of the maize genotype that is salt-tolerant than salt-sensitive. 
‘Wheat’ (Heidari and Mesri, 2008; Khan, 2003), ‘cotton’ (Desingh and Kanagaraj, 
2007), and a halophyte ‘Cakile maritima’ (Amor et al., 2007) also showed an increase 
in ‘APX’ activity with an increase in salt-stress, indicating that a high basal level of 
‘APX’ and salt-induced increase in ‘APX’ surge may be able to confer tolerance by 
detoxifying H2O2 produced when plants are exposed to saline conditions. 

One of the most notable adaptation changes observed in numerous plants in 
response to a wide range of biotic/abiotic stressors is the accumulation of ‘proline’ 
(Khare et al., 2020). The concentrations of ‘proline’ also accumulated less in the 
salt-resistant cultivar ‘IET 4786’, indicating that osmotic adjustment may be a fac-
tor in stress injury rather than a component of ‘proline’ build-up as a result of salt 
resistance (Lutts et al., 1999). Due to its critical functions as a metal chelator, antioxi-
dant, suitable osmolyte, and signalling molecule, higher cellular levels of ‘proline’ 
are frequently associated with greater plant performance under stress circumstances 
(Nahar et al., 2016). Reduced ‘proline’ breakdown, de novo synthesis, or both may be 
responsible for stress-responsive ‘proline’ build-up (dos Reis et al., 2012). Moreover, 
the present results are in line with the earlier fndings of Lutts et al. (1996). 

Hence, it could be said that the var. IET 4786 could be promoted to the moderate 
saline zones of Sundarbans (post-Aila situation of soil, Figure 12.8), which was not 
practised earlier in this region. The study found that the var. IET 4786 was cultivated 
in the regions where the salinity was below 13 ppt. However post-Aila changes, 
forced the agricultural soils towards more saline zones, where var. IET 4786 quali-
fes to be a better option beside the cultivar Nona Bokra. In the present study, the 
var. IET 4786 was highlighted as it has good market demand. However, studies on 
biochemical properties of other salinity-tolerant varieties good give different results 
and defnitely an uncertainty related to the present research. The experiments done 
in the research were continued till 15 days in the environmental chamber to observe 
the germination and growth pattern but the real feld conditions may vary from sea-
sons to year resulting in the variation of results. 

12.5 IMPLICATIONS FOR ACADEMICIANS AND 
IMPLICATIONS FOR PRACTITIONERS 

This research reveals the physiological and biochemical principles of salt-tolerant 
rice cultivar. The salt-tolerant ‘Nona Bokra’ and salt-sensitive ‘IET 4786’ differ in 
proline build-up, antioxidant enzyme activity, and germination rates, which may 
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reveal plant stress physiology. With this data, scientists may study the genetic and 

molecular roots of salt-tolerant variety and create more resistant rice varieties. The 

study also shows that stress enzymes (SOD, CAT, and APX) and osmo-protectants 

(proline) are important in analysing how plants react to abiotic stress, paving the way 

for plant biochemistry and stress adaption research. 

Farmers, especially in coastal locations like the Sundarbans, might utilize the 

study’s fndings to choose and grow salt-tolerant rice varieties. Since ‘Nona Bokra’ 
tolerates high saline conditions, it may be a viable crop in high salinity areas, 
which is already cultivated. In recent past Sundarbans witnessed frequent mild 
and severe cyclonic storms. Global climate change leads to rise in sea water level 
and Sundarbans being a coastal island face the challenge of salt water intrusion. 
These environmental catastrophes lead to increase salinity in the upward land of 
Sundarbans. In those area traditional salt-sensitive rice varieties are predominantly 
cultivated and to cope up with this changing scenario, adaption of the salt-tolerant 
variety (‘Nona Bokra’) is diffcult than focus on existing salt-sensitive variety (‘IET 
4786’) which can sustain in mild to moderate saline areas. Knowledge of proline 
and antioxidant enzymes’ functions in plant stress responses may impact crop stress 
tolerance management tactics. Strategies that maintain or boost enzyme activity may 
improve crop resilience. 

12.6 CONCLUSIONS 

The fndings of this experiment showed signifcant variations between the germi-
nation and growth responses of two rice cultivars. The results for the antioxidant 
enzymes ‘SOD’, ‘APX’ and ‘CAT’s constitutive and salt-induced activity’ also sug-
gest that they did not signifcantly contribute to Nona Bokra’s acquisition of salt 
tolerance. The much larger amount of stress-induced ‘proline’ accumulation in ‘IET 
4786’ also made it abundantly evident that plants exposed to NaCl have higher lev-
els of that amino acid. ‘Nona Bokra’ seeds also showed a higher ‘proline’ content 
by virtue of their higher germination rate. Additionally, ‘proline’ concentrations 
increased less in the cultivar ‘Nona Bokra’, suggesting that osmotic adjustment may 
be a contributing factor to stress injury rather than a by-product of ‘proline’ devel-
opment as a result of salt resistance. Therefore, the rice cultivar ‘IET 4786’ could 
be recommended for cultivation under mild to moderate salt-stressed conditions in 
Sundarbans ecosystem, which is not reported till date. 

12.6.1 SUSTAINABLE DEVELOPMENT IMPLICATIONS 

This study reveals that ‘IET 4786’ is sustainable in mild to moderate salt stress. To 
fnd out any other such varieties extensive trial and error-based research is required 
which is an uphill struggle. Identifcation of such varieties using machine learning-
based predictive modelling with the features of identifed salt-sensitive varieties 
that can sustain in increase salinity may be highly useful as well as cost- and time-
effective solution. Such artifcial intelligence (AI)-based models can predict agricul-
tural productivity following environmental changes. Government, scientist and other 
related authorities can use these models to develop sustainable agricultural practices 
and management to withstand climate change and other stressors. 
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Large datasets from experiments like this may help AI-driven systems to pre-

dict rice cultivar performance under varied stress conditions. This may help to iden-

tify the optimum types for certain locations, enhancing agricultural production and 

reducing resource waste. 

To ensure global food security in the changing climatic situation, more salt-tolerant 

rice varieties are required. Besides fnding among the existing varieties, some new 
genetically modifed varieties are also required which will be highly salt tolerant 
as well as productive. ML-based predictive model can suggest optimum combina-
tions of genetic-based characteristics features that can accelerates invention of new 
varieties. 
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